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Software architecture COMPASS experiment v FPGA cards

The new data acquisition system is a multilayer system centered around the
Master process. The mutli-platform DIM library, that was originally developed for a
transportation of messages in a DAQ of the DELPHI experiment at CERN, is used for
the communication between the Master process and other processes.
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A field-programmable gate array (FPGA) is
an integrated circuit designed to be
configured by a customer or a designer after
manufacturing. In our case the FPGA
technology is used as a base for multiplexer
and switch(event building) cards.

COMPASS is a high energy physics experiment with fixed target situated
at the SPS accelerator at laboratory CERN in Geneva, Switzerland. The
scientific program covers studies of the gluon and quark structure and the
spectroscopy of hadrons using high intensity muon and hadron beams.

The existing DAQ architecture is more than 10 years old and is based on
deprecated technology (PCI cards).

Main DAQ chain process types:
1. FPGA monitoring slave - monitoring and control of FPGA cards through the

IPbus|7]
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Several software nodes are used for the monitoring of the system. The Master
process and Slave processes are able to generate informative and error messages
that describe their behaviour. These messages are then sent to the Message logger
process that evaluates them and eventually stores them into the online database.
The Message logger uses the DIM library for communication with the rest of the
system. All the stored messages can be then viewed by the Message browser
application.
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Run Control GUI

The Graphical user interface is being developed in the QT framework. It can run in two
different modes. The basic one is a monitoring mode, this is accessible without any login and can
run on many PCs simultaneously. The second mode is a control GUI. In this mode the operator
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