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Reactor electron antineutrinos are detected through 
the inverse neutron beta decay (IBD) 

e nepν ++ → +
2e e γ+ −+ →

Capture on H or Gd, 
Delayed signal, 2.2, 8 MeV 

Prompt signal Peak at 4 MeV 

Capture on H 
Capture on Gd 

Neutron capture after thermalization 

u  Inverse beta decay reaction, 
proposed by Pontecorvo, called 
Cowan-Reines reaction 

u  Coincidence of  
ð Prompt: positron, energy 

correlated to neutrino energy 
ð Delayed: neutron capture 

u  10,000 times bkg reduction 



KamLAND (2003) 

2km 

60	km 

To test for oscillations one looks for the neutrino disappearance 

In the two flavor approximation the survival probability is 
 
Psur =  1 – sin2 2θij sin2(1.27 Δmji

2 L/E) 

Daya-Bay	2012		



Why do we care about the reactor νe spectrum ? 
 
There are, at present two unexplained phenomena 
 
a)  ``Reactor anomaly”, and its possible consequences 
     (see lectures by Profs. Link and Giunti) 
b)  The ``bump” in reactor spectrum 

And, in near future, there are 
 
c)  Ambitious planned experiments to determine the 
     neutrino mass hierarchy 
     (see lectures by Prof. Wang) 
      
d)  Attempts to see whether the light sterile neutrinos 
     exist or not   
     (see also lectures by Profs. Link and Giunti) 
 



1)  Earlier neutrino experiments at nuclear reactors were one 
detector experiments, comparing the neutrino signal at 
some distance L with the expectation based on the 
calculated reactor neutrino flux. Recent ones (Daya-Bay, 

     RENO, Double-Chooz) used a `monitor’ close detector. 
     Nevertheless, knowledge of the flux is a crucial input. 
2)  Reevaluation of the reactor flux in 2011 lead to the 

conclusion that the past experiments at L 9-100 meters 
missed on average ~6% of the expected signal.   

3)  This could be interpreted as either a signature of the  
     new physics, e.g., existence of one or more sterile   
     neutrinos with Δm2 ≥ 1 eV2 , or as a problem with the 
     reactor neutrino flux determination or its uncertainty. 
4)   Unlike other indications for sterile neutrinos (e.g. LSND, 
      MiniBoone, Gallex and Sage calibration) in the reactor 
      case there are many experiments at different reactors 
      the total flux is well determined; the conclusions, 
      however, crucially depend on the expected reactor flux.  



From the talk of Ch. Zhang at Neutrino 2014. 
Daya-Bay result agrees with the previous average. 

The data are corrected for the known 3-flavor neutrino oscillations at each  
distance. The Daya-Bay entry is for L = 573 m, the flux averaged distance of  
the close detectors. The Daya-Bay ratio alone is 0.947 +- 0.022. 

Reactor `anomaly’: 



Here is a list of hints for the existence of sterile neutrinos with ~ eV mass 
scale. These results (~2-3 σ) are not confirmed but also not ruled out by other 
experiments. 

LSND and MiniBoone involve indications for the 
appearance of νe or νe in the beams that were 
initially νµ or νµ at L/Eν ~ 1 m/MeV that is  
incompatible with standard oscillation paradigm. 
 
 
Reactor experiments involve indications of the 
disappearance of νe again at L/Eν ~ 1 m/MeV . 
 
                                Calibration of the gallium  
solar neutrino detectors with radioactive sources 
involve indications of the disappearance of νe 

 again at L/Eν ~ 1 m/MeV . 
 
 
 
 
                       
 
 



The solar neutrino detectors GALLEX and SAGE based on the νe capture on 71Ga leading to 71Ge 
were tested with strong man-made radioactive sources of 51Cr and 37Ar which were placed inside 
the detectors.  51Cr and 37Ar produce monoenergetic νe by electron capture (Q = 751 and 814 keV). 
 
There were four calibration runs. The corresponding measured/expected ratios are shown below. 
When averaged they give  
 
When one tries to explain these ratios as resulting from oscillations, the best fit values are 
Δm2 = 2.24 eV2 and sin22θ = 0.50 (Giunti & Lavender, Phys. Rev C83,065504(2011)). 
 

<R> = 0.86±0.05  



Analysis based on P(νe -> νe) = 1 – sin2(2θnew)sin2(Δm2
new L/Eν) 

Best fit Δm2
new = 2.35±0.1 eV2, sin2(2θnew) = 0.165±0.04  

From Mention et al. (2011) 
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Electron antineutrinos in reactors are produced by 
the β decay of fission fragments 



So, how is the reactor neutrino spectrum determined? 

There are two ways, each with its strengths and weaknesses: 
 
1)  Add the beta decay spectra of all fission fragments. 
      That obviously requires the knowledge of the fission 
       yields (how often is a given isotope produced in fission), 
       halflifes, branching ratios, and endpoints of all beta branches,  
       and spectrum shape of each of them. And error bars of 
       all of that. 
2)    Measure the electron spectrum associated with fission and 
       convert it into the neutrino spectrum using the fact that 
       the electron and neutrino share the available energy of each 
       decay. Requires a realistic estimate of the error involved 
       in the conversion. The electron spectra of 235U,239Pu, and 241Pu 
       fission were determined in 1980-1990 at ILL, Grenoble. 
       They were republished with finer binning in arXiv 1405.3501. 
        Less accurate 238U spectrum for fast neutron fission is 
        in Haag et al., PRL 112,122501 (2014). 
 
       
 



Electron	energy	(MeV)	

Electron and antineutrino spectrum associated with fission is composed of ~6000  
beta decay branches from the decay of the neutron rich fission fragments 

Figure from Sonzogni et al, PRC 91,011301 



Example of a complex spectrum. 
Hypothetical β decay of Z=45 nucleus, 
with 40 branches with random  
endpoints and branching ratios. The  
largest Q-value is 8 MeV. Allowed 
spectrum shape is assumed. 

Fit to the above electron 
spectrum. The spacing of 
slices is indicated. Deviation 
of the fit is shown. 
 
 
Same as above, but for  
the neutrino spectrum. 
 
 
 
 
 



Fit to the 235U spectrum assuming that 
all nuclei have a single Z = 47. The 
electron spectrum (dashed) is fitted 
perfectly, but the neutrino spectrum 
(jagged and smoothed in red) deviates 
from the input by as much as 10%. 

The average Z as a function of the 
endpoint energy and a quadratic 
polynomial fit (dashed red). 
With this function the 235U spectrum 
is fitted to better than 1%.  
 
The conversion procedure allows 
one to obtain the νe spectrum 
with < 1% error provided that 
the corresponding β decay shapes 
are all well known and described. 



Why do the results of Mueller et al. differ from the 
old results of Schreckebach et al.? 
 
There are several reasons, each relatively small, but by a strange 
conspiracy, they all act with the same sign increasing the flux at 
all energies, without changing the spectrum shape significantly: 
 
1) More consistent application of AWM and AFS            1-2% 
2) Newer data used for <Z>(E0)                               1-2% 
3) Off equilibrium correction                                    ~1% 
4) Change in the measured neutron lifetime              ~1%  
 

This all looks quite reasonable, but is it all? 



878 +-0.7

885.7 +-0.8

History of the neutron lifetime measurement. Serebrov 2005 result differs 
from the previous ones by ~6.5 σ. Present PDG recommendation is 880.2 +- 1.0. 
																																																																																	

Present PDG 
recommendation 
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FIG. 1: Published results from beam and bottle measurements of the free neutron lifetime currently used by the PDG. Separate
averages are shown.

construction and internal decay monitoring are unique.

VI. THE BEAM NEUTRON LIFETIME PROGRAM

The Sussex-ILL-NIST beam neutron lifetime method counts neutron decay protons trapped in a quasi-Penning
trap. This is a mature program that began more than 30 years ago and many systematic effects have been thoroughly
studied and are very well understood. Much of the research and development has already been done and potential
improvements to the method and apparatus have been identified. Until recently, the most precise result from this
program was τn = 886.3 ± 3.4 s [12], carried out at the NIST Center for Neutron Research with publication in
2005. The neutron counter efficiency was the largest source of uncertainty, in particular from the areal density of
the 6LiF neutron absorbing foil and the 6Li(n,α) cross section. A significant reduction in this uncertainty required
an independent absolute neutron flux calibration of the detector, which was successfully completed in 2013 using a
10B alpha-gamma spectrometer [13]. It enabled an update to the 2005 result and a reduction in overall uncertainty
to τn = 887.7± 2.3 s. This important development has opened the door for reducing other uncertainties in order to
reach the 1 s precision level and below.
The next step (called “BL2”) in this program is to repeat the experiment, using the existing apparatus with key

improvements in neutron flux and trap linearity. This effort, which will run at NIST in 2015–2016, aims for a total
uncertainty of ∼1 s in the neutron lifetime. In parallel with this effort, it is proposed to design and construct an
entirely new apparatus (called “BL3”) capable of reaching a significantly smaller experimental uncertainty. Figure 2
shows the general scheme of the method that was used for the 2005 experiment and applies to BL2 and BL3 as well.
The BL3 experiment has two goals:

1. Explore, improve, and test all known systematic effects to the 10−4 level. The current 8 s disagreement between
the beam and bottle methods is the biggest impediment to improving the precision of the accepted value of the
neutron lifetime. This must be addressed by verifying that no important systematics in the beam method have
been overlooked or wrongly estimated.

2. Reduce the final uncertainty of the beam method neutron lifetime to well below 1 second.

BL3 requires an entirely new and significantly larger apparatus to obtain the desired increase in proton counting
statistics. This also presents an opportunity to enact a number of systematic improvements to the method. Key

There are two basic methods of the τn measurement. Either a beam of cold neutrons 
is used or ultracold neutrons are stored in magnetic bottles. These two methods give, 
so far, inconsistent results.  

from Bowman et al. 1410.5311,  



F(E,Z,A) is the Fermi function to account for the Coulomb interaction  
of the emitted electron. To get the neutrino spectrum use Eν = E0 – Ee. .  
C(E) is the shape factor. For allowed β decays C(E) = 1.  
But for forbidden decays C(E) ≠ 1. 
One of the main causes of the upward shift in the reactor spectrum evaluation  
of Mueller et al. and Huber, and hence to the `reactor anomaly’, was the more  
careful treatment of δFS and δWM for the allowed β decays. 

Spectrum shape of the individual β decays: 



Table from P. Huber, Phys. Rev. C84, 024617(erratum C85, 02990(E) (2012) 

Weak magnetism correction 1 + δWM Ee  
 
δWM = 4/3[ (µv -1/2)/MgA](Vogel 84) or 4/3[ (µv -1/2)/MgA] (1 – me

2/2Ee
2) (Hayes 13) 

µν = µp – µn = 4.7
 
Using CVC  δWM = 4/3[6ΓM1

3/αEγ
3]1/2  me for M1 transition of the analog state. 

The table below shows available data, the average δWM = 0.67(0.26) % MeV-1 while 
the formula above gives ~0.5% MeV-1. In calculations 100% error was assumed. 
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Z = 46, Emax = 6 MeV

Different ways to take into  
account nuclear finite size  
exist in the literature.  
In fact the resulting slopes  
are quite similar, and to  
some extent they   
compensate for the δWM 

Finite size correction δFS 
Hayes et al. (2014), full line 

Vogel (1984), dot-dashed line 

Dashed line is based on the 
fit by Wilkinson (1990) used 
by Huber (2011) 
 
To emphasize the slope, the 
energy independent part 
was adjusted . 
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To that one adds the part that depends on the nuclear matrix element h�r2i

�(2)
FS

= �10

9

Z↵RE
e

h̄c

h�r2i
h�iR2

. (8)

For the uniform distribution h�r2i
h�iR2 = 3/5 while for the surface distribution h�r2i

h�iR2 = 1.

The finite size corrections �(1)
FS

+ �(2)
FS

are shown in Figs. 1-4 by dot-dashed purple lines. They are evaluated
assuming the uniform distribution, i.e. the factor 10/9 in eq. (8) is replaced by 10/9x3/5=2/3.

Wang et al argue that �
FS

is always negative, yet the purple lines are slightly positive for values of the neutrino
energies near the endpoint, i.e., for small electron momenta. That is so because L0 > 1 for them. I believe that the
statement of Wang et al is not quite correct, since the point-like F (Z,E) is evaluated not at the origin but at r = R.
Low momentum  = �1 continuum electrons penetrate deeply into the nuclear interior, and hence L0 > 1 for them,
explaining why �

FS

> 0 for them.
In Figs.1-4 I show examples of the finite size correction �

FS

. The selected nuclei roughly cover the range of charges
of fission fragment. Three of them, A=64,104,121 were used also in the preprint of Wang et al , the fourth one, A
= 152 I added as an example of the � decay with an intermediate Q value. In that case the Zemach moments are
missing, and thus also the line corresponding to eq. (4).

The lines corresponding to eqs. (3) and (4) have similar magnitude, but slightly di↵erent slope, as noted also by
Wang et al . On the other hand, the dot-dashed (purple) lines have slopes almost identical to those based on eq. (4),
but are shifted to smaller �

FS

values, most noticeably in the A =121 case with a small Q-value. Note that for the
reactor spectrum evaluation the energy independent shift of �

FS

is irrelevant.
The reactor spectrum evaluations by Mueller et al . (Phys.Rev. C 83, 054615 (2011)) and by Huber (Phys. Rev.

C84 024617 (2011)) use each a di↵erent approach to the �
FS

evaluation. Huber essentially uses the same approach

as eqs. (7) and (8) but for the �(2)
FS

instead of the compact formula (8) employs an expansion suggested by Wilkinson
which goes beyond the first order in Z↵. The corresponding �

FS

are shown in Figs. 1-4 by dotted magenta lines.
The slope is very similar to the one based on eqs. (7) and (8) but there is a constant shift with respect to those lines.
The shift is roughly linear in the nuclear charge Z, and approximately equal to 2.46⇥10�2+1.4⇥10�3Z. The energy
independent part of �

FS

is essentially irrelevant for the case of the reactor spectrum where the half-lives of fission
fragments are assumed to be known. Thus I expect that the finite size correction treated by Huber is equivalent to
the treatment based on eqs. (7) and (8).

The situation is somewhat di↵erent for the approach of Mueller et al .. They neglect the part related to �(1)
FS

, i.e.

they assume that L0 = 1 everywhere. And for �(2)
FS

they use the surface distribution, i.e. �(2)
FS

= �10Z↵RE
e

/(9h̄c).
I have not plotted their curves but assume that they di↵er from those depicted more noticeably.

Yet another, completely di↵erent, approach is used by Kotila and Iachello (Phys. Rev. C85, 034316, eq. (28))
and by Stoica and Mirea (Phys. Rev. C88, 037303 (2013), eq. (13)) in their evaluation of the phase-space factors
for the both modes 2⌫�� and 0⌫�� of double beta decay. Instead of the Fermi function F (Z,E) they use an analog
of the eq. (6) above, however, with the Dirac wave functions g�1(r) and f+1(r) evaluated at the nuclear surface, i.e.
at r = R. The corresponding finite size correction in their case is therefore

�
FS

=
g2�1(r = R) + f2

+1(r = R)

2p2
e

� F (Z,E) . (9)

The corresponding finite size corrections are depicted in Figs. 1-4 by the full black lines. While the slope of these
lines, i.e. the energy dependence of �

FS

is very similar to the slope of the other lines in those figures, the energy
independent part is quite di↵erent, substantially larger in absolute value (i.e., more negative). The �� decay phase
space factors based on this treatment of the nuclear finite size are used these days as standard in the analysis of
experiment. However, if one of the above approaches to the correction for the nuclear size, described earlier in this
note,would be used instead, noticeably larger phase space factors would result.

and replace F0 by F0L0, 

1

Finite size correction in � decay; comparison of approximations.

Petr Vogel, Dec. 2016

In a recent preprint by Wang, Friar and Hayes (arXiv:1607.02149) the finite size corrections �
FS

in nuclear � decay
are discussed and several prescriptions for them, using the Zemach moments, are derived and evaluated.

These �
FS

are di↵erent from the prescription first proposed by Vogel ( Phys. Rev. D29, 1918 (1984)), and used
in some recent evaluations of the reactor ⌫̄ spectrum. This alternative prescription is also described in the review by
Hayes and Vogel (Ann.Rev.Nucl. Part.Sci. 66, 219 (2016), Section 3.1.2. Note, however, that there is a typo in eq.
(11) there, the fraction 9

10 should be replaced by 10
9 .)

Here I wish to see how di↵erent or similar that prescription really is in comparison with those by Wang et al.
The finite size correction to allowed � decay is expressed in the form

F (Z,E
e

) ! F (Z,E
e

)(1 + �
FS

) , (1)

where F (Z,E
e

) is the Fermi function for point-like nuclear charge evaluated, by convention, at r = R, i.e., at the
nuclear surface. That convention avoids the singularity of F (Z,E

e

) at r = 0. The function F (Z,E
e

) is given by

F (Z,E
e

) = 4(2p
e

R)�2(1��)


�(� + iy)

�(2� + 1)

�2
e⇡y , (2)

where � =
p
1� (↵Z)2 and y = ↵ZE

e

/p
e

.
The simplest form of �

FS

in the work of Wang et al. is for the case of the uniform and identical distributions of
the transition density ⇢

W

and the charge density ⇢
ch

,

�
FS

= �Z↵R

h̄c

✓
8

5
E

e

� 2E0

35
+

18m2c4

35E
e

◆
, (3)

see eq. (4) in arXiv:1607.02149 with the corresponding substitutions, E0 is the endpoint full energy. Such �
FS

are
depicted in Figs. 1-4 by the full red lines.

The assumption that ⇢
W

= ⇢
ch

is avoided in the more general formula

�
FS

= �4

3

Z↵

h̄c

✓
hri(2) +

1

3
hrir(2)

◆
E

e

� 1

12
E0hrir(2) +

m2c4

4E
e

(2(hri(2) � hrir(2))
�

, (4)

see eq. (3) in arXiv:1607.02149 with the corresponding substitutions, and where the Zemach moments hri(2) and
hrir(2) are defined in arXiv:1607.02149. In figs. 1-3 are shown by the blue dashed lines the �

FS

evaluated using the

most general Zemach moments hriMix

(2) and hrir Mix

(2) from Table II of arXiv:1607.02149 that are based on the charge
and weak densities calculated there. Note that using the Zemach moments corresponding to the uniform density
from Table II of that reference results in lines that are essentially identical to the full red lines in Figs. 1-3.

To obtain the finite size correction �
FS

based on the work of Vogel, one first removes the singularity at r = 0 of
the Fermi function

F (Z,E
e

) ! F (Z,E
e

) · L0(Z,Ee

) . (5)

where

L0 =
g2�1(r = 0) + f2

+1(r = 0)

2p2
e

F0
, (6)

and g�1(r) and f+1(r) are the solutions of the Dirac equation for the electron with momentum p
e

moving in the
potential of the finite size nucleus with the radius R = 1.2A1/3 fm. The function L0 needs to be calculated numerically,
and has been tabulated e.g. in Behrens and Jänecke. Since, by convention, the correction is with respect to the
point-like Fermi function, the first contribution to �

FS

becomes

�(1)
FS

= L0 � 1 . (7)



The fission fragments are neutron rich and in many of them the least bound 
neutrons and protons are in states of opposite parity. Thus, among the 
~6000 beta decay branches, about 25% are first forbidden decays with 
somewhat different, and much less well described shapes. 

The error associated with the forbidden 
decays was not properly included in the 
previous analyses. 



First forbidden decays are nominally suppressed by (pR)2 << 1. But they 
do occur if the selection rules πiπf = -1, ΔJ ≤ 2 require them. 
 
Unlike for the allowed GT decays with only one operator, there are up to 
six operators for the first forbidden decays that can interfere. 
 
In a reasonable approximation, as long as ξ = αZ/R >> E0 , the spectrum shape 
is similar to the allowed one.  But for fission fragments with large E0, ξ ∼ E0. 
Also, even if ξ >> E0, there can be cancellation of matrix elements and hence 
deviations from the allowed shape. 

First forbidden decays with 
 |ΔI| = 2 are governed by  
only single matrix element 
and thus have again a  
simple shape. 
Here is an example for 
Z=46, Q=6 MeV. 
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The weak magnetism corrections for the first forbidden decays are 
different from those in the allowed case. For 0- -> 0+ δWM = 0.0. 
For the other ones δWM/Ee is shown here. 

from A. Hayes et al, PRL 112, 202501 (2014).	



Ratio of the νe spectrum to the electron spectrum for 235U normalized  
to the one obtained by assuming Eν = Ee (kinetic). 
Different shape factors assumed. No path leads to less 
than 5% error.	Figure from A. Hayes et al, PRL 112, 202501 (2014).	

Note, however, that in 
reality a combination 
of shapes occurs. 
Thus these error 
limits must be  
considered as an 
illustration. 



Examples of measured 0- → 0+ transitions  
of important fission fragments.  
Measurement of G. Rudstam  et al.  
ADNT 45, 239 (1990), calculations 
assuming the allowed shape of 
A.  A. Sonzogni et al, PRC 91, 011301 (2015). 
For these transitions δWM = 0.0  



1)  The assumed uncertainty of ~2.7% (Mueller, Huber) was based on the 
      assumption that the shapes of all β decays are known (either allowed 
      or, if quantum numbers are known, than unique first forbidden). 
2)   Since ~25% of the decays are first forbidden, most of them non-unique, 
      that assumption is not justified. 
3)  In view of this it is difficult to quantify the true uncertainty. Testing the 
     conversion procedure suggests that ~5% uncertainty is a more realistic 
     estimate. 
 4) To proceed further two possibilities exist:  
         i) Accurately measure the spectrum shape of the ~20 most important 
            first forbidden decays. 
         ii) Perform accurate measurement using research reactors at small  
             distance. This gives 235U νe spectrum. Use the `ab initio’ method 
             to derive the spectra for the other fuels. 
5)  Until we have a reliable reactor spectrum, including realistic error bars, 
     we cannot use the `reactor anomaly’ as an argument for or against the 
     existence of the light ~1 eV mass sterile neutrinos.  
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sisting of a prompt e+ candidate with reconstructed energy
Ep ⇡ E⌫ � 0.8 MeV between 0.7 and 12 MeV and a delayed
candidate from neutron capture on gadolinium in the target
with 6-12 MeV reconstructed energy [20]. An IBD candidate
set was required to be isolated in time from cosmogenic muon
activity or any other AD triggers. This selection produced a
set of about 1,198,000 and 1,025,000 IBD candidates from
EH1 and EH2, respectively.

Accidental time-coincidences of uncorrelated triggers, the
dominant background in all ADs, contribute a rate of ⇠1% the
size of the IBD signal. To account for the <10% variations in
the rate of this background with time, it was calculated and
subtracted week-by-week for each AD. The remaining back-
grounds, which contribute ⇠0.5% of IBD candidates, were
subtracted assuming no time variation in shape or normaliza-
tion.

The spectrum of reactor antineutrinos with energy E⌫ de-
tected by an AD at time t is expected to be

d2N(E⌫ , t)

dE⌫dt
= Np�(E⌫)"

6X

r=1

P (E⌫ , Lr)

4⇡L2
r

d2�r(E⌫ , t)

dE⌫dt
(1)

where Np is the number of target protons, �(E⌫) is the IBD
reaction cross section, " is the efficiency of detecting IBDs,
Lr is the distance between the centers of the AD and the r-th
core, and P (E⌫ , Lr) is the survival probability due to neutrino
oscillation from core r. The sum in r is taken over the six reac-
tor cores present at Daya Bay. The term d2�r(E⌫ , t)/dE⌫dt
is the antineutrino spectrum from the r-th reactor core:

d2�r(E⌫ , t)

dE⌫dt
=

Wth,r(t)

Er(t)

X

i

fi,r(t)si(E⌫)c
ne
i (E⌫) + sSNF(E⌫),

(2)
where the index i runs over the four primary fission isotopes
(235U, 238U, 239Pu, and 241Pu), Wth(t) is the reactor ther-
mal power, fi(t) is the fraction of fissions from isotope i,
Er(t) =

P
i fi,r(t)ei is the core’s average energy released

per fission due to the average energy release ei from each fis-
sion isotope, and si(E⌫) is the ⌫̄e energy spectrum per fission.
All other fission isotopes contribute <0.3% to the total an-
tineutrino flux [2], and are neglected in this analysis. The cor-
rection cnei (E⌫) accounts for reactor non-equilibrium effects
of long-lived fission fragments, and sSNF(E⌫) is the contribu-
tion from nearby spent nuclear fuel; both of these quantities
are treated as time-independent, an assumption that has a neg-
ligible impact on the analysis.

The evolution of the antineutrino flux and spectrum was
studied as a function of the effective fission fractions Fi(t)
viewed by each AD:

Fi(t) =
6X

r=1

Wth,r(t)p̄rfi,r(t)

L2
rEr(t)

� 6X

r=1

Wth,r(t)pr
L2
rEr(t)

. (3)

The mean survival probability p̄r, calculated by integrating
the flux- and cross-section-weighted oscillation survival prob-
ability of antineutrinos from core r over E⌫ , is treated as time-
independent. The four effective fission fractions F235, F238,
F239, and F241, corresponding to the 235U, 238U, 239Pu, and

241Pu isotopes respectively, sum to unity at all times for any
AD. The definition in Eq. 3 allows expression of the mea-
sured IBD yield per nuclear fission �f as a simple sum of IBD
yields from the individual isotopes, �f =

P
i Fi�i. Weekly

effective fission fraction values for each detector were pro-
duced using thermal power and fission fraction data for each
core, which were provided by the power plant and validated
by the collaboration using the APOLLO2 reactor modeling
code [2]. The baselines and the mean survival probabilities
used are the same as in Ref. [20], while ei values were taken
from Ref. [21].

FIG. 1. Top: Weekly effective 239Pu fission fractions F239 (defined
in Eq. 3) for the EH1 and EH2 ADs based on input reactor data.
Bottom: Effective fission fractions for the primary fission isotopes
versus F239. Each data point represents an average over periods of
similar F239 from the top panel.

Throughout the Letter, changes in the IBD yield and spec-
trum per fission will be represented as a function of the effec-
tive fission fraction F239, which increases as nearby reactors’
fuel cycles progress. At the beginning of each core’s fuel cy-
cle, when 1/3 (1/4) of fuel rods in Daya Bay (Ling Ao) cores
are fresh, 239Pu fission fractions f239 are ⇠15%. This fraction
then rises to ⇠40% by the end of the cycle. Effective 239Pu
fission fractions F239 are shown for the EH1 and EH2 ADs in
Fig. 1. The F239 values for ADs at the same EH are identical
to <0.1%. Periods of constant positive slope correspond to
continuous running and evolution of fuel in the cores, while
sharp drops in F239 correspond to the shut-down and start-up
of a reactor. For EH1 (EH2), ⇠80% of the antineutrinos orig-
inate from the two Daya Bay (four Ling Ao) cores. As ADs
receive fluxes from multiple cores with differing fuel compo-
sitions, variations in the effective fission fractions at an AD are
smaller than variations in the fission fractions within a single
core. The relationships between F239 and the effective fission
fractions of the other fissioning isotopes for the same dataset
are shown in the bottom panel of Fig. 1. The average effective

Fission fraction stemming from 235U decreases over the reactor refueling cycle and  of 
239Pu increases. In Daya-Bay close detectors more than 106 events were recorded.  
It was, therefore, possible to determine separately the two fluxes.  

Weakly changes of 239Pu 
fission fraction in the two 
close detectors. 

Effective fission fractions 
of the four fuels as a 
function of 239Pu fraction. 



fit was found to be higher by Δχ2=NDF ¼ 7.9=1 (p value
0.0049). Thus, the hypothesis that 235U is primarily
responsible for the reactor antineutrino anomaly is favored
by the Daya Bay data, with the equal deficit and 239Pu-only
deficit hypotheses disfavored at the 2.8σ and 3.2σ con-
fidence levels, respectively.
To investigate changes in the antineutrino spectrum with

reactor fuel evolution, observed IBD spectra per fission, S,
were examined, where σf ¼

P
jSj, the sum of IBD yields

in all prompt energy bins. For each F239 bin depicted in
Fig. 4, the measured Sj values were compared to the F239-
averaged IBD yield per fission value S̄j. The ratio Sj=S̄j is
plotted against F239 in Fig. 4 for four different Ep bins. The
common negative slope in Sj=S̄j visible in all prompt
energy ranges indicates an overall reduction in the reactor
antineutrino flux with increasing F239, as demonstrated in
Fig. 2. In addition, the trends in Sj=S̄j with F239 in Fig. 4
differ for each energy bin, indicating a change in the
spectral shape with fuel evolution. In particular, the content
of higher-energy bins decreases more rapidly than lower-
energy bins as F239 increases.
To quantify the statistical significance of these trends, a

χ2 fit similar to that of Eq. (4) was applied to each of the
four energy ranges in Fig. 4:

SjðF239Þ ¼ S̄j þ
dSj
dF239

ðF239 − F̄239Þ: ð8Þ

If no change in the spectrum shape is observed,
ð1=S̄jÞðdSj=dF239Þ values in Fig. 4 should be identical
for all energy ranges. The best-fit ð1=S̄jÞðdSj=dF239Þ value
for this scenario is −0.31% 0.03, with a χ2=NDF of
57.1=27. If a change in the spectrum shape is present,
each energy range may exhibit an independent
ð1=S̄jÞðdSj=dF239Þ value. Best-fit ð1=S̄jÞðdSj=dF239Þ val-
ues for this scenario, given in the subpanels in Fig. 4,
produce a χ2=NDF of 22.6=24. The Δχ2=NDF between the
best-fit alternative and null hypotheses is 34.5=3, corre-
sponding to the rejection of the hypothesis of no change in
the spectral shape at 5.1σ significance.
Measured changes in the IBD spectrum with F239 were

also compared to that predicted by the Huber-Mueller
model. To allow a direct comparison to the measured IBD
spectrum per fission, antineutrino spectra predicted by the
Huber-Mueller model were processed with a detector
response matrix to obtain predicted spectra in terms of
IBD prompt energy Ep [20]. This comparison is shown in
Fig. 5, where the best-fit slopes in IBD yield per fission
ð1=S̄jÞðdSj=dF239Þ are plotted for six prompt energy
ranges for the data as well as for the Huber-Mueller model.
The trend of the measured spectral evolution described

by the best-fit ðdSj=dF239Þ values is similar to that of the
Huber-Mueller model. This result generally demonstrates
the validity of recent theoretical studies describing antineu-
trino-based monitoring of reactor fissile content [29,30].

FIG. 4. Relative IBD yield per fission versus effective 239Pu
(lower axis) or 235U (upper axis) fission fraction for different
prompt energy Ep ranges. The observed slopes ð1=SÞðdS=dF239Þ
are listed in each panel.

FIG. 3. Combined measurement of 235U and 239Pu IBD yields
per fission σ235 and σ239. The red triangle indicates the best fit
σ235 and σ239, while green contours indicate two-dimensional 1σ,
2σ, and 3σ allowed regions. Contours utilize theoretically
predicted IBD yields for the subdominant isotopes 241Pu and
238U as indicated in the lower left panel. Predicted values and 1σ
allowed regions based on the Huber-Mueller model are also
shown in black. The top and side panels show one-dimensional
Δχ2 profiles for σ235 and σ239, respectively.
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If sterile neutrinos are the explanation of the `reactor anomaly’ and the 
Mueller-Huber evaluation is correct, the rate should be the same for all 
four reactor fuels (235U, 239Pu, 241Pu,238U). However, recent Daya-Bay analysis 
suggests, at ~3σ, that 235U  is ~8% lower than the model, while 239Pu agrees 
with the model. (The minor fuels  241Pu,238U are treated approximately) 

Figure from An et al., PRL 118, 251801 



Besides the theoretical reasons, underestimate of the error by 
not properly treating the forbidden decays, there is an experimental 
reason as well. The theoretical calculation, until now, does not 
describe the recently observed spectrum feature, so-called `bump’ .  
 
The `bump’ or shoulder observed in the positron spectra in 
RENO, Daya-Bay and Double-Chooz (about 4σ significance) 
and not predicted theoretically, was not observed in the ILL electron 
spectra, and neither it was observed in the 1996 Bugey-3 experiment. 
   

We need to ask: 
i)  What is its origin ? 
ii)  Why it is not observed in the ILL spectrum ? 
iii)  Should we question the predicted spectrum in general ? 

 
Note that the bump cannot be produced by the standard L/E 
oscillation dependence, nor by the structural material of the 
reactor. Its origin must be the reactor fuel νe emission.  



Figure from S-H Seo for RENO collaboration, talk at the Neutrino 2014 conference 

The bump at 4-6 MeV of the positron (5-7 MeV of the neutrino) energy 
as observed in the RENO experiment. It does not affect significantly 
the θ13 analysis. Very similar results obtained in Daya-Bay and Double-Chooz. 



The shoulder or ``bump” observed in the near detectors at Daya-Bay 
(from An et al. Phys. Rev. Lett. 116, 061801 (2016)) 
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Calculation only 
Klapdor and Metzinger, 
1982 

Beta calibrated 
Schreckenbach, 1985 
Hahn, 1989 

    Results of Bugey experiment  (1996) 

Measured νe  spectrum shape and normalization at Bugey (1996) agreed 
with the converted spectrum of Schreckenbach et al. to better than 5%. 
No sign of the ``bump”. This agreement, historically, increased the 
confidence that the converted ILL electron spectrum is accurate.  



( )M. Apollonio et al.rPhysics Letters B 466 1999 415–430 423

Ž .Fig. 7. above Expected positron spectrum for the case of no oscillations, superimposed on the measured positron spectrum obtained from
Ž .the subtraction of reactor-ON and reactor-OFF spectra; below measured versus expected ratio. The errors shown are statistical.

2.4. Neutrino interaction yield

As shown in Table 1, we collected data during reactor-OFF periods and periods of power rise for each
reactor. This had two beneficial consequences: first, the collection of enough reactor-OFF data to precisely
determine the amount of background; second, the measurement of the neutrino interaction yield as a function of
the reactor power. By fitting the slope of the measured yield versus reactor power, one can obtain an estimate of
the neutrino interaction yield at full power, which can then be compared with expectations and with the
oscillation hypothesis.
The fitting procedure is carried out as follows. For each run the expected number of neutrino candidates

results from the sum of a signal term, linearly dependent on the reactor power, and a background term, assumed
to be constant and independent of power. Thus

Ns BqW Y qW Y Dt , 3Ž . Ž .i 1 i 1 i 2 i 2 i i

Positron spectrum compared to the expectations 
based on the converted ILL electron observation. 
Note, that one presumably see the ``bump’’ there. 
The total rate agreed with the expectations of that 
time: 

( )M. Apollonio et al.rPhysics Letters B 466 1999 415–430422

Fig. 6. Positron energy spectra in reactor-ON and OFF periods.

where

E ,E q are related by E sE qq M yM qO E rM ,Ž .Ž .n e n e n p n n

n is the total number of target protons,p

s E is the neutrino cross section,Ž .n
S E is the antineutrino spectrum,Ž .n
h L,L is the spatial distribution function for the finite core and detector sizes,Ž .k

qr E ,E is the detector response function linking the visible energy E and the real positronŽ .e

qenergy E ,e

q´ E is the neutrino detection efficiency,Ž .e
2P E ,L,u ,dm is the two-flavour survival probability.Ž .n

The n spectrum was determined, for each fissile isotope, by using the n yields obtained by conversion of thee e
y w xb -spectra measured at ILL 2 ; these spectra were then renormalized according to the measurement of the

w xintegral n flux performed at Bugey 3 . The expected, non-oscillated positron spectrum was computed using thee
Monte Carlo codes to simulate both reactors and the detector. The resulting spectrum, summed over the two
reactors, is superimposed on the measured one in Fig. 7 to emphasize the agreement of the data with the
no-oscillation hypothesis. The Kolmogorov-Smirnov test for the compatibility of the two distributions gives an

Ž82% probability. The measured versus expected ratio, averaged over the energy spectrum also presented in Fig.
.7 is

Rs1.01"2.8% stat "2.7% syst . 2Ž . Ž . Ž .

Consequently, the recent observation of the ``bump” was presented as a surprise. 
However, in hindsight it was presumably observed earlier, e.g. in the  
Chooz experiment: M. Apollonio et al., Phys Lett. B466, 415 (1999) 
 



Figure 1 from A.C. Hayes et al., 1506.00583   

The bump or shoulder observed in Daya-Bay as a ratio to the Huber+Mueller prediction. 
The shoulder is visible when summing the individual branches using the ENDF data 
library, as shown by Dwyer and Langford in PRL 114, 012502 (2015) but is absent when  
using the JEFF data library. However, it appears that the ENDF library contains some 
`trivial’ errors (Sonzogni, private information). When corrected, the `bump’ disappears 
and the two libraries agree with each other.. 



If the agreement of the two libraries is confirmed this likely means 
for the issue of the ``bump” origin: 
 
i)  There is no problem with the ILL data 
ii)  We still do not know what is causing the `bump’ but the 238U 
      fission is an unlikely possibility.  
iii)  Huber (1609.03910) argues that 239Pu and 241Pu are unlikely, and 
      235U is preferred.  
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In the NEOS experiment (1610.05134) 
the detector is ~24 m away from 
a Korean power reactor (in the same 
complex as the RENO experiment). 
 
The ``bump” is clearly observed, but 
no evidence for sterile neutrinos 
is found.  Green and red lines indicate 
the best fit for the 3+1 oscillation 
scheme as indicated. 
 
This is the first among the 
new short baseline experiments 
designed to test the ~1 eV sterile 
neutrino hypothesis. 



Exclusion plot in 
the 3+1 sterile 
neutrino scheme 
by the NEOS 
experiment.  
The best fit point 
of Mention et al. 
(star) is disfavored 
by Δχ2 = 5.4.

 



Summary and Conclusions 
 
 1) The average count rate of all reactor experiments 
      is quite accurate (~1%) and consistent, including the 
      very high statistics Daya Bay and RENO experiments. 
  2) However, the uncertainty in the prediction was very 
      likely underestimated. Taking into account the ~25% 
      of forbidden β decays might increase the uncertainty to 
      ~ 5%, making the anomaly much less significant. 
  3) Moreover, the observation of the bump or shoulder 
      at 4-6 MeV visible energy, not predicted in the calculated 
      spectrum, also indicates that the predictions is not as 
      accurate as initially thought.   
   4)There are indications (to be confirmed) that the discrepancies 
       between the model and reality are different for different 
       fuels, in particular that 235U is responsible for most of the 
       effect.    
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Brief history of reactor neutrinos 

1953, Hanford, 0.3 ton 
1956, Savannah River, 4.2 ton 

Discovery of ν	 Early searches for 
oscillation 
1980 Savannah,  
1980 ILL,           
1984 Bugey,       
1986 Gosgen,     
1995 Bugey-3,   

1997, CHOOZ, 8 ton 
2000, Palo Verde, 12 ton 

Reactor ν 
spectra ~2%	

Reactor ν 
oscillationss 

(Δm21
2)	

2002, KamLAND, 1000 ton 

sin22θ13<0.15	2012,  
Daya Bay, 160 ton 
Double Chooz, 16 ton 
RENO, 32 ton 

Non-zero θ13	

2020, JUNO, 20 000 ton 

Mass Hierarchy, 
Precision  meas.	

Very short baseline 
exp. for sterile ν 

Slide by J. Cao 



Experiments to test the sterile neutrino hypothesis 

•  Different	technologies:	(Gd,	Li,	B)	(seg.)(movable)(2	det.)	
•  Most	have	sensi6vity	0.02~0.03	@Δm~1eV2	@90%CL	

Talk	by	Nathaniel	Bowden	@NEUTRINO2016 


