Proton–electron mass ratio from HD$^+$ revisited
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Abstract

We present a new derivation of the proton–electron mass ratio from the hydrogen molecular ion, HD$^+$. The derivation entails the adjustment of the mass ratio in highly precise theory so as to reproduce accurately measured ro-vibrational frequencies. This work is motivated by recent improvements of the theory, as well as the more accurate value of the electron mass in the recently published CODATA-14 set of fundamental constants, which justifies using it as input data in the adjustment, rather than the proton mass value as done in previous works. This leads to significantly different sensitivity coefficients and, consequently, a different value and larger uncertainty margin of the proton–electron mass ratio as obtained from HD$^+$.
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1. Introduction

Hydrogen molecular ions, on account of their simple three-body structure, are the simplest molecules in nature. Because of this, they are benchmark systems for testing molecular theory. Ab initio calculations of the ro-vibrational transition frequencies in the ground electronic state of these molecules can be done with very high accuracy. Recently, the fundamental ro-vibrational transition frequencies of H$_2^+$ and HD$^+$ were calculated with relative uncertainties of about $8 \times 10^{-12}$ [1]. These calculations include relativistic, radiative (QED) and nuclear finite-size corrections to the non-relativistic energies of the ro-vibrational levels. An experiment performed with similar or better accuracy than the theoretical predictions would not only allow a stringent test of the calculations, but also of the theoretical framework within which the calculations were done. Moreover, as suggested by Wing et al more than four decades ago, such an experiment might lead to an improved determination of several fundamental constants, in particular the proton–electron mass ratio, $\mu_{pe}$ [2]. On the experimental front, with the advances in charged particle trapping combined with laser-cooling techniques and high-resolution laser spectroscopy, progress has been made towards achieving an accuracy comparable to (and ultimately better than) the theoretical predictions. In 2007, the $(\nu, L) : (0, 2) \rightarrow (4, 3)$ overtone in HD$^+$ was measured with a relative frequency uncertainty of 2 parts-per-billion (ppb) [3]. In 2012, the fundamental transition $(\nu, L) : (0, 0) \rightarrow (1, 1)$ in HD$^+$ was measured with a relative uncertainty of 1.1 ppb [4]. In this case, the experimentally determined ‘spin-averaged’ ro-vibrational transition frequency was found to be offset from the more accurate theoretical prediction by $2.5 \sigma$. More recently, a measurement of the $(\nu, L) : (0, 2) \rightarrow (8, 3)$ transition in the same molecule with 1.1 ppb relative uncertainty agreed with the theoretical predictions within the combined experimental and theoretical uncertainty [5, 6]. Because of the agreement between the theoretical prediction and the experimental determination,
the authors could for the first time extract the value of \( \mu_{pe} \) as a single parameter with a relative uncertainty of 2.9 ppb [5].

In this article, we revisit the determination of \( \mu_{pe} \) from HD\(^+\) taking into account all existing measurements of ro-vibrational transitions in HD\(^+\), similar as done by Karshenboim and Ivanov [7]. Since the publication of [5–7], theoretical calculations were improved by including previously unaccounted higher-order QED correction terms [1]. The improvement in theoretical calculations by itself forms a reason to re-evaluate its agreement with the previously measured transitions. Also, since the improved calculations were performed using newly published CODATA-14 recommended values of the fundamental constants, in this article we present a consistent determination of \( \mu_{pe} \) from HD\(^+\). As we will explain further below, the strongly improved value of the new CODATA-14 value of the electron mass (in atomic mass units) makes it more appropriate to include it as input data instead of the proton mass value, which affects the sensitivity coefficients used in previous determinations of \( \mu_{pe} \) from HD\(^+\). We subsequently present a revised value of \( \mu_{pe} \) here.

This article is structured as follows: in section 2, we briefly review the recent improvements in the theoretical calculation of ro-vibrational transitions in the ground electronic state of HD\(^+\), followed by a comparison between the existing measurements with the improved theory in section 3. In section 4, we determine the proton-to-electron mass ratio \( \mu_{pe} \) from the measurements considered in section 3. In section 5, we discuss the prospects of an improved determination of \( \mu_{pe} \) from Doppler-free two-photon spectroscopy of HD\(^+\) and \( H_2^+ \).

2. Improvement in theory

The energy of a ro-vibrational level of HD\(^+\), calculated in the framework of QED, may be written as

\[
E = R_{\infty} \left[ E_{\text{nr}}(\mu_{pe}, \mu_{d0}) + \alpha^2 F_{\text{QED}}(\alpha) + A_6 \left( \frac{r_p}{a_0} \right)^2 + A_8 \left( \frac{r_d}{a_0} \right)^2 \right],
\]

where \( R_{\infty} \) and \( \alpha \) are the Rydberg and fine-structure constant respectively, and \( a_0 = \alpha^2/4\pi R_{\infty} \) is the Bohr radius. The main contribution to \( E \) is the non-relativistic (Schrödinger) energy \( E_{\text{nr}} \), which depends on the proton–electron (\( \mu_{pe} \)) and deuteron–electron (\( \mu_{d0} \)) mass ratios. The next term corresponds to relativistic and QED corrections. The function \( F_{\text{QED}}(\alpha) \) is a non-analytic expansion which, beyond powers of \( \alpha \), also contains logarithmic terms like \( \alpha^2 \ln(\alpha) \). The last two terms are the leading-order nuclear finite-size corrections, with \( r_p \) and \( r_d \) respectively standing for the proton and deuteron charge radii. The coefficients \( A_6, A_8 \) are proportional to the squared density of the wavefunction at the electron–nucleus coalescence point. Higher-order nuclear size and structure corrections are negligible at the current level of theoretical accuracy.

The non-relativistic energy \( E_{nr} \) and its dependence on the mass ratios can be calculated with very high accuracy by numerical solution of the Schrödinger equation for the exact three-body Coulomb Hamiltonian using a variational method (see e.g. [8–11]). The theoretical accuracy of the energy levels \( E \) has been steadily improved over the last decade through a systematic evaluation, in ascending powers of \( \alpha \), of the QED contributions appearing in \( F_{\text{QED}}(\alpha) \) in the framework of non-relativistic QED. The main steps of this work have been published in the successive papers [1, 12–15]. The first step [12] was the calculation of leading relativistic and radiative corrections at the \( R_{\infty}, \alpha^2 \) and \( R_{\infty}, \alpha^3 \) orders within an exact three-body approach, with a partial consideration of contributions at the following order (\( R_{\infty}, \alpha^4 \)). This was later pursued [13] by a calculation of relativistic corrections at this order in the framework of the adiabatic approximation. The first high-precision comparisons between theory and experiment involving the ro-vibrational spectrum of HD\(^+\) [3, 4] were done with the predictions from [12, 13].

A few years later, the theory was further refined by the calculation of \( R_{\infty}, \alpha^3 \)-order corrections [14, 15] within the adiabatic approach. These results were used in the analysis of the recently measured \((v, L) = (0, 2) \rightarrow (8, 3) \) transition [5, 6].

However, it has since been realized [16] that the treatment of second-order perturbation terms in the adiabatic approximation as done in these previous works was incomplete. This type of contribution is present in the \( R_{\infty}, \alpha^4 \)-order relativistic correction, and also appears at higher orders like in the \( R_{\infty}, \alpha^5 \)-order one-loop corrections. Since this gives the largest contribution to the difference between earlier works [12–15] and the updated predictions used here [1], it is worth explaining this point in more detail.

The general structure of such terms is

\[
\Delta E = \langle \Psi | A Q (E_0 - H)^{-1} Q B | \Psi \rangle + \langle \Psi | H^{(\sigma)} | \Psi \rangle,
\]

where \( A, B \) and \( H^{(\sigma)} \) are effective operators acting on the electron, \( Q \) is a projection operator onto a subspace orthogonal to the non-relativistic wavefunction \( \Psi, E_0, H \) the non-relativistic energy and Hamiltonian. For example, a term of the type (2) with \( A = B = H_{\text{B}} \), where \( H_{\text{B}} \) is the electronic Breit–Pauli Hamiltonian, appears in the \( R_{\infty}, \alpha^4 \) relativistic correction [13]. Similarly, a term with \( A = H_{\text{B}} \) and \( B = U_{\text{vp}} \) (and an additional factor of 2), where \( U_{\text{vp}} \) is the electron–nuclei Uehling interaction, appears in the one-loop vacuum polarization at the \( R_{\infty}, \alpha^5 \) order (see equation (4) of [17]). In the adiabatic approximation, the molecular wavefunction is taken in a form

\[
\Psi (r, R) = \phi_{\text{el}} (r; R) \chi_{\text{ad}} (R),
\]

where \( \phi_{\text{el}} (r; R) \) and \( \chi_{\text{ad}}(R) \) are respectively the electronic and nuclear wave functions. Then equation (2) can be written as a sum over intermediate states which may be separated into three terms. The first term involves only electronic excitations:

\[
\Delta E_{\text{el}} = \langle \chi_{\text{ad}} | \Delta E_{\text{el}} (R) | \chi_{\text{ad}} \rangle,
\]
Table 1. Theoretical transition frequencies for the three most accurately measured ro-vibrational transitions in HD$^+$ (in kHz). The first line is the non-relativistic transition frequency, and next are QED corrections in ascending powers of uncertainties, when significant, are given between parentheses.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$(0, 0) \rightarrow (1, 1)$</th>
<th>$(0, 2) \rightarrow (4, 3)$</th>
<th>$(0, 2) \rightarrow (8, 3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E_{\text{ad}}$</td>
<td>58604301246.9</td>
<td>21497604752.55</td>
<td>383403254198.4</td>
</tr>
<tr>
<td>$\Delta E_{\text{ad}}$</td>
<td>1003551.5</td>
<td>3411243.9</td>
<td>5470087.2</td>
</tr>
<tr>
<td>$\Delta E_{\text{ad}, 3}$</td>
<td>$-250978.4$</td>
<td>$-891610.9(3)$</td>
<td>$-1536834.7(5)$</td>
</tr>
<tr>
<td>$\Delta E_{\text{ad}, 4}$</td>
<td>$-1770.8$</td>
<td>$-6307.9(1)$</td>
<td>$-10914.3(1)$</td>
</tr>
<tr>
<td>$\Delta E_{\text{ad}, 5}$</td>
<td>110.3</td>
<td>352.8(1)</td>
<td>684.1(2)</td>
</tr>
<tr>
<td>$\Delta E_{\text{ad}, 6}$</td>
<td>$-2.1(5)$</td>
<td>$-7.6(17)$</td>
<td>$-13.7(29)$</td>
</tr>
<tr>
<td>$\Delta E_{\text{ad}}$</td>
<td>58605052157.5(5)</td>
<td>214978560967.18(7)</td>
<td>383407177208.0(30)</td>
</tr>
</tbody>
</table>

$$\Delta E_{\text{ad}}(R) = \langle \phi_{\text{ad}} | A Q_{\text{ad}}(E_{\text{ad}} - H_{\text{ad}})^{-1} Q_{\text{ad}} B | \phi_{\text{ad}} \rangle + \langle \phi_{\text{ad}} | H^{(0)} | \phi_{\text{ad}} \rangle. \quad (4b)$$

Here $Q_{\text{ad}}$ is a projection operator onto a subspace orthogonal to $\phi_{\text{ad}}$, and $E_{\text{ad}}$, $H_{\text{ad}}$ the electronic energy and Hamiltonian. The second term involves vibrational excitations:

$$\Delta E_{\text{vb}} = \langle \chi_{\text{ad}} | A(R) Q_{\text{vb}}(E_{\text{vb}} - H_{\text{vb}})^{-1} Q_{\text{vb}} B(R) | \chi_{\text{ad}} \rangle, \quad (5)$$

with $A(R) = \langle \phi_{\text{ad}} | A | \phi_{\text{ad}} \rangle$, $B(R) = \langle \phi_{\text{ad}} | B | \phi_{\text{ad}} \rangle$, $Q_{\text{vb}}$ is a projection operator onto a subspace orthogonal to $\chi_{\text{ad}}$, and $E_{\text{vb}}$, $H_{\text{vb}}$ the vibrational energy and Hamiltonian. Finally, the third term is the contribution beyond the adiabatic approximation, involving simultaneous electronic and vibrational excitations. This term is very small and may be neglected at the current level of theoretical accuracy, as has been explicitly verified in the case of the $R_{\infty} \alpha^5$-order one-loop vacuum polarization contribution [17] by comparing the sum of equations (4a) and (5) to a full calculation of equation (2) performed in an exact three-body approach.

The vibrational contribution of equation (5) is the term which had been neglected in previous treatments. Although its value for individual ro-vibrational states is significantly smaller than the respective electronic contribution of equation (4a) (by typically one order of magnitude), its contribution to ro-vibrational transition frequencies is more important because it has a stronger dependence on the ro-vibrational state leading to a much less pronounced cancellation. For example, the vibrational part of the $R_{\infty} \alpha^5$ relativistic correction contributes to the transition frequencies at a relative level of about $7 \times 10^{-10}$, which is comparable to the experimental uncertainties.

In addition to a systematic evaluation of vibrational terms at the $R_{\infty} \alpha^4$ and $R_{\infty} \alpha^5$ orders, the work of [1] improved the theoretical accuracy further through a partial calculation of the following order $R_{\infty} \alpha^6$. It has also proved necessary to improve the numerical accuracy of the leading-order relativistic and radiative corrections (especially the Bethe logarithm) [18, 19], since their initial evaluation [12] targeted a lower theoretical precision. Updated theoretical predictions for the three most accurately measured transitions in HD$^+$ are given in table 1. The relative theoretical uncertainty is about $8 \times 10^{-12}$ in all cases.

### 3. Comparison between experiment and theory

Experimentally measured ‘spin-averaged’ frequencies of the different ro-vibrational transitions in HD$^+$ are tabulated along with their respective experimental uncertainties in table 2, together with the corresponding theoretical transition frequencies.

Figure 1 graphically shows the level of agreement between the measured transition frequencies and their respective theoretical predictions. Here it should be noted that the error bars represent the combined theoretical and experimental uncertainty, $\sigma_i$.

![Figure 1. Relative offsets of the measured frequencies of the three ro-vibrational transitions in HD$^+$ with respect to their respective theoretical predictions. Error bars represent the combined theoretical and experimental uncertainty, $\sigma_i$.](image-url)
Table 2. Comparison of the frequencies of the three most accurately measured ro-vibrational transitions in HD$^+$ with their corresponding theoretical predictions. The second column presents the transition frequencies calculated from first principles, while the third column presents the corresponding measured transition frequencies. The uncertainties are shown in parentheses. The last column gives the values of the sensitivity coefficient to $\mu_{pe}$, which is defined and discussed in section 4.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$f_{\text{theo}}$ (MHz)</th>
<th>$f_{\text{exp}}$ (MHz)</th>
<th>$S_{\mu_{pe}}^\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v, L): (0, 0) → (1, 1)</td>
<td>58605052.1573(5)</td>
<td>58605052.000(64)</td>
<td>−0.32296</td>
</tr>
<tr>
<td>(v, L): (0, 2) → (4, 3)</td>
<td>214978560.9678(17)</td>
<td>214978560.6(5)</td>
<td>−0.29190</td>
</tr>
<tr>
<td>(v, L): (0, 2) → (8, 3)</td>
<td>383407177.208(3)</td>
<td>383407177.38(41)</td>
<td>−0.24998</td>
</tr>
</tbody>
</table>

4. Determination of the proton–electron mass ratio $\mu_{pe}$

From equation (1) it may be observed that the ro-vibrational transition frequencies in HD$^+$ depend on no less than six fundamental constants: the Rydberg constant $R_{\infty}$, the fine-structure constant $\alpha$, the nuclear radii $r_p$, $r_d$ and the nucleus-to-electron mass ratios $\mu_{pe}$, $\mu_{de}$. However, four of them ($R_{\infty}$, $\alpha$, $r_p$ and $r_d$) have been determined by other experiments with an accuracy that is several order of magnitude higher than could be obtained from HD$^+$ spectroscopy experiments performed so far. We thus fix their values as equal to the CODATA recommended ones and focus on determination of nucleus-to-electron mass ratios.

It may seem that the three measurements compiled in table 2 are sufficient to simultaneously constrain the two independent parameters $\mu_{pe}$ and $\mu_{de}$. However, it is important to realize that all the HD$^+$ ro-vibrational spacings essentially depend on the ratio $\mu_{pe}$ of the nuclear reduced mass $m_r = m_p m_d / (m_p + m_d)$ to the electron mass. Consequently, measurements in HD$^+$ only allow determining $\mu_{pe}$, but not $\mu_{de}$ and $\mu_{pe}$ separately (see also the discussion in [8]). This issue could potentially be solved in the future by combining the HD$^+$ measurements with the measurement of one or several transitions in H$_2^+$, whose frequencies only depend on $\mu_{pe}$ [20]. Here, having only HD$^+$ data at our disposal, we need to set one of the mass ratios to its CODATA value in order to determine another one.

Note that the choice of variables ($\mu_{pe}$, $\mu_{de}$) made in equation (1) is arbitrary: in principle, we could fix any one of the three mass ratios ($\mu_{pe}$, $\mu_{de}$, $\mu_{dp}$). The most relevant choice depends on the current state of knowledge, since we should set the value of the most accurately known mass ratio in order get a new determination of another, less accurately known one. In this regard, an important evolution has occurred in the latest adjustment of fundamental constants (CODATA-14). In the CODATA-10 set of recommended values, the electron mass (in atomic mass units) had a relative uncertainty of $4.0 \times 10^{-10}$, while the relative uncertainties in the values of $m_p$ and $m_d$ were $8.9 \times 10^{-11}$ and $3.8 \times 10^{-11}$ respectively [21]. Thus the most accurately known mass ratio was $\mu_{dp}$; this has led to fix $\mu_{dp}$ in previous adjustments of $\mu_{pe}$. However, with the publication of the CODATA-14 recommended values, the relative uncertainty of $m_e$ was reduced to $2.9 \times 10^{-11}$, while the relative uncertainties in $m_p$ and $m_d$ were reported to be $9.0 \times 10^{-11}$ and $2.0 \times 10^{-11}$ respectively [22]. The most accurately known mass ratio is now $\mu_{de}$, so that it makes more sense to set it to its CODATA-14 value in adjusting $\mu_{pe}$. We will follow this new approach in the present work.

For a deeper understanding of the reasons for this choice, it is useful to observe that the CODATA values of the mass ratios are essentially obtained from separate determinations of the particle masses, by mass spectrometry ($m_p$, $m_d$) or g-factor measurements ($m_e$). Fixing the value of $\mu_{dp}$, as done in previous treatments, is equivalent to taking into account the measurements of $m_d$ and $m_p$, while ignoring that of $m_e$. In this case, the value of $\mu_{pe}$ extracted from HD$^+$ spectroscopy may be interpreted as a cross-check of the electron mass measurement. Here, we will fix $\mu_{de}$ meaning that we take into account the measurements of $m_d$ and $m_e$, but ignore that of $m_p$. Our subsequent determination of $\mu_{pe}$ can be seen as a consistency check of the proton mass value, as obtained from mass spectrometry and from molecular spectroscopy. In the present state of knowledge, it is more relevant to cross-check the proton mass than the electron mass since the latter has been determined to higher accuracy.

In order to derive the proton–electron mass ratio from the data of table 2, we need to calculate the dependence of the ro-vibrational transition frequencies on $\mu_{pe}$. This can be expressed in terms of a normalized sensitivity coefficient, $S_{\mu_{pe}(\alpha)}^\beta$, as

$$S_{\mu_{pe}(\alpha)}^\beta = \frac{\partial f_{\mu_{pe}}}{\partial f_{\mu_{pe}}}igg|_{\mu_{pe}}$$

(6)

and

$$\nu_i = \frac{1}{(E_j - E_{ij})} \left( \frac{\partial E_{ij}}{\partial \mu_{pe}} \bigg|_{\mu_{pe}} - \mu_{pe} \frac{\partial E_{ij}}{\partial \mu_{pe}} \bigg|_{\mu_{pe}} \right).$$

(7)

Here $\nu_i$ is the frequency of a transition from a lower level $i$ with energy $E_i$ to an upper level $j$ with energy $E_j$, and $\mu_{pe}$ ($n = dp$ or de) denotes the mass ratio that is kept fixed while varying $\mu_{pe}$.

The main dependence of the energy levels given by equation (1) on mass ratios arises from the non-relativistic contribution $E_{\mu_{pe}}$. Although the QED correction terms also depend on the mass ratios, their contribution to the overall dependence can be neglected since they are smaller by a factor of $\alpha^2$. The sensitivity coefficients $S_{\mu_{pe}(\alpha)}^\beta$ can thus be obtained with sufficient accuracy from a calculation of non-relativistic energy levels as done in [8, 9]. These works used the variables ($\mu_{pe}$, $\mu_{dp}$) and provided the coefficients

$$\mu_{pe} \frac{\partial E}{\partial \mu_{pe}} \bigg|_{\mu_{pe}}$$

for individual ro-vibrational levels, from which the sensitivities $S_{\mu_{pe}(\alpha)}^\beta$ of ro-vibrational transitions were obtained by applying equation (7) and used in previous determinations of $\mu_{pe}$ from HD$^+$ [5, 7]. Since in our new...
Table 3. Overview of $\mu_{pe}$ determination from HD$^+$ from the three measurements considered in this article. The second column lists the values of $\mu_{pe}$ derived from the corresponding transition or combination of transitions, with their uncertainties in parentheses. The third column presents the deviations of the extracted values of $\mu_{pe}$ from the CODATA-14 recommended value, $\mu_{pe}(C14)$. In the fourth column, the uncertainties of the $\mu_{pe}$ determinations are written in relative terms. Finally in the fifth column, the deviations of the determined values of $\mu_{pe}$ from $\mu_{pe}(C14)$ are listed in terms relative to the uncertainty of the determined $\mu_{pe}$.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\mu_{pe}$</th>
<th>$\mu_{pe}-\mu_{pe}(C14)$</th>
<th>$\delta\mu_{pe}/\mu_{pe}$ (ppb)</th>
<th>$\delta\mu_{pe}(C14)/\delta\mu_{pe}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v : 0 \rightarrow 1$</td>
<td>1836.1526892(62)</td>
<td>0.000015</td>
<td>3.4</td>
<td>2.5</td>
</tr>
<tr>
<td>$v : 0 \rightarrow 4$</td>
<td>1836.1526846(148)</td>
<td>0.000011</td>
<td>8.0</td>
<td>0.74</td>
</tr>
<tr>
<td>$v : 0 \rightarrow 8$</td>
<td>1836.1526706(79)</td>
<td>-0.0000033</td>
<td>4.3</td>
<td>-0.41</td>
</tr>
<tr>
<td>$v : 0 \rightarrow 4$ and $v : 0 \rightarrow 8$</td>
<td>1836.1526738(70)</td>
<td>-0.00000008</td>
<td>3.8</td>
<td>-0.012</td>
</tr>
<tr>
<td>All transitions</td>
<td>1836.1526824(46)</td>
<td>0.0000085</td>
<td>2.5</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Figure 2. Visual representation of the results of the various $\mu_{pe}$ values determined from measurements in HD$^+$, as compared to the CODATA-14 recommended value $\mu_{pe}(C14)$ (value and error bar indicated by the position and width of the vertical gray line).

We used these values to get the sensitivity coefficients for the $v : 0 \rightarrow 1$ and $v : 0 \rightarrow 4$ transitions. For the $v : 0 \rightarrow 8$ transition the direct measurement of the sensitivity of the $\mu_{pe}$ can be deduced from equation (9).

As discussed in [8], the underlying dependence of ro-vibrational energies on the ratio $\frac{\delta m}{m}$ results in a fixed ratio between the various sensitivity coefficients for a given level. For example, in equation (10) the first term is almost exactly three times larger than the second one [8]. This implies that

$$\frac{\delta E}{\delta \mu_{pe}} \bigg|_{v=0} \approx 3 \times \frac{\delta E}{\delta \mu_{pe}} \bigg|_{v=4},$$

and therefore the sensitivities of the transition frequencies used in our approach, $\mu_{pe}(C14)$ are also smaller by a factor of $2/3$ with respect to the coefficients used in previous work, $\mu_{pe}(C14)$. It then follows that the error bar and displacement of the found value of $\mu_{pe}$ from the CODATA-14 value are about $3 \times 2$ times smaller than the second one [8]. This justifies the three transitions in table 2.

From a single transition measurement, a new value of $\mu_{pe}$ is deduced using the relation

$$\mu_{pe}(v_0) = \mu_{pe,0} + \frac{\mu_{pe,0}}{S_{pe}^{(v_0)}} \left( \frac{v_0,exp - v_0,tho}{v_0,tho} \right),$$

and if we choose to combine several transition measurements, then the resulting value of $\mu_{pe}$ is obtained by a standard least-squares adjustment procedure.

Before other transitions are included, it is important to consider the two key assumptions that underpin the determination of fundamental constants from the comparison of experiment and theory, as done here for $\mu_{pe}$. These assumptions are that the theory predicts the observable properties of the system under consideration faithfully, and that the experimental measurement is performed without any uncorrected biases. Consequently, any significant disagreement between theory and experiment (in terms of the combined experimental and statistical uncertainty) indicates that at least one of the two key assumptions is likely not met (depending on a pre-specified minimum required confidence level). Of the three transitions in HD$^+$ considered here, the $v : 0 \rightarrow 4$ and $v : 0 \rightarrow 8$ measurements agree with theory within one sigma ($\sigma$). Of these two transitions, the $v : 0 \rightarrow 4$ transition contributes relatively little
5. Outlook and conclusion

The uncertainty of \( \mu_{pe} \) determined from the three vibrational transitions of HD\(^+\) considered in this article is still 27 times larger than the CODATA-14 adjustment of the same. However, the prospects for determination of fundamental constants from spectroscopy of hydrogen molecular ions indicate a substantial possible improvement. In HD\(^+\), an experiment towards Doppler-free two-photon spectroscopy of (\( v, L \)): (0, 3) \( \rightarrow \) (4, 2) \( \rightarrow \) (9, 3) is underway in Amsterdam [23]. An experimental accuracy better than the theoretical uncertainty of \( \sim 1 \times 10^{-11} \) would allow a determination of \( \mu_{pe} \) (or equivalently, of the proton atomic mass \( m_p \)) with an uncertainty comparable to the CODATA-14 recommended value. Furthermore, \( m_p \) has recently been measured with a relative uncertainty of 32 parts-per-trillion (ppt) from Penning trap mass measurements [24]. However, the measured value of \( m_p \) is 3 \( \sigma \) off from the CODATA-14 value of \( m_p \). In this context, a precise determination of \( m_p \) from HD\(^+\) may allow a comparison with the \( m_p \) determination in [24] and serve as a consistency check for the measurements of the same quantity from different physical systems. A further step would be to combine HD\(^+\) and H\(_2\) spectroscopy at the few-ppt accuracy level in order to constrain not only the \( \mu_{pe} \) and \( \mu_{H_2} \) mass ratios, but also the Rydberg constant \( R_\infty \) and the nuclear radii \( r_p, r_H \), thus shedding light on the current discrepancies between different determinations of these constants, colloquially known as the proton-radius puzzle [20].

In conclusion, in this article we have revisited the determination of \( \mu_{pe} \) from HD\(^+\) as done in [5, 7] in light of improved theoretical calculations and updated CODATA-14 recommended values of the fundamental constants. The significant improvement in the knowledge of \( m_e \) from CODATA-10 to CODATA-14 has led to the realization that it is more relevant to use the CODATA value of \( \mu_{pe} \) in the adjustment, rather than that of \( \mu_{H_2} \). Hence, we derived the appropriately modified sensitivity coefficients of the transitions concerned and determine the value of \( \mu_{pe} \). The thus found value of \( \mu_{pe} \) in this work not only differs significantly from the values reported of the same quantity determined from HD\(^+\) in [5, 7], but also possesses a larger error bar. In a similar way we also determine values of \( \mu_{pe} \) from other transitions in HD\(^+\), based on previously reported experimental results, and we obtain an overall value of \( \mu_{pe} \) from all available data in HD\(^+\) by a least-squares adjustment. The procedure outlined here could be used for the interpretation of future Doppler-free spectroscopy experiments on HD\(^+\).
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