Variational calculations of the energy levels of \(\mu\)-mesic molecules of hydrogen isotopes
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A variational calculation has been carried out of the level energies \(E_p\) of nine vibrational-rotational states \((J\nu)\) of the mesic molecules of hydrogen isotopes with angular momentum \(J = 1\). About 1000 basis functions were used in the calculation, which ensured that the binding energies could be determined to within 0.001 eV. For weakly-bound states \((J = 1, \nu = 1)\) of the mesic molecules \(d\alpha\) and \(d\mu\), which are of particular interest in muon catalysis, it was found that \(E_{11}(d\alpha) = -1.9749 \pm 0.0002\) eV and \(E_{11}(d\mu) = -0.663 \pm 0.002\) eV.

1. INTRODUCTION

The binding energies of twenty-two vibrational-rotational states of the mesic molecules of hydrogen isotopes were reported in Ref. 1. They were calculated to within 0.1 eV in the adiabatic representation of the three-body problem. There is particular interest in the energy levels of the mesic molecules \(d\alpha\) and \(d\mu\) in the \(J = 1, \nu = 1\) state because they determine the resonance mechanism of formation of these mesic molecules and are important in calculations of the rate of nuclear fusion reactions. These weakly-bound states must be calculated to within 0.001 eV if they are to be used in reliable calculations of the rates and kinetics of processes involving muon catalysis, and in the accurate interpretation of recent experiments. A call was made in Ref. 1 for an independent confirmation of the calculations reported in that paper by methods other than the adiabatic approach, and for higher precision.

This program has been implemented along two lines. The first approach involves increasing the precision of algorithms within the framework of the adiabatic method, and was presented in a recent paper. We note that it was not until quite recently that new variational calculations of the energy levels of mesic molecules were reported in Ref. 13. In our calculations, we use a system of trial functions similar to that of the first success in the calculation of the rotational levels of mesic molecules by the variational method using spheroidal coordinates was reported in Ref. 1. They were calculated to within 0.1 eV, which meets the current requirements of theory and experiment.

2. SCHROEDINGER EQUATION FOR THE \(J = 0\) AND \(J = 1\) ROTATIONAL STATES OF MESIC MOLECULES, AND CHOICE OF VARIATIONAL WAVE FUNCTIONS

A mesic molecule is usually understood to be a molecular ion consisting of the nuclei of the hydrogen isotopes \(p, d, t\), and a negatively charged muon. The Hamiltonian for the three particle system is

\[
H = -\frac{2M}{r} \left( \nabla \Phi + \Phi \nabla \right) + \left\{ \frac{1}{2} \left( \frac{p^2}{M} + \frac{1}{2} r^2 \right) \right\} + \frac{B}{R} 
\]

where \(r\) is the position vector of the muon relative to nucleus \(b\), \(r\) is the position vector of the muon relative to the midpoint of the segment \(R\), and \(M_b, M_t, M_d\) is the reduced mass of the nuclei \((M_bM_t, M_bM_d, M_tM_d)\), \(M = M_b + M_t\), is the distance between the midpoint of the segment \(R\) and the center of mass of the nuclei,

\[
h = \left( \frac{2m}{r} \right)^{1/2} \left| \frac{r_b - r_d}{r_b - r_t} \right|^{1/2} \left| r_t - r_d \right|^{1/2} 
\]

is the Hamiltonian of the muon in the field of fixed nuclear charges, \(r_b\) and \(r_d\) are the distances between the muon and the two nuclei, and \(m = m_bM_t/M_b + M_d\) is the reduced mass of the muon in the mesic atoms \((aq)\), where \(m_b, m_t, m_d\) are the reduced masses of the nuclei. The following

employed in Ref. 13, but with an extended set of nonlinear parameters and significantly better trial functions, so that the wave function can be described correctly both in the interaction and the asymptotic regions.

The implementation of this variational scheme together with the variational-difference method is the second line of approach, which involves the development of independent methods of calculating the energy levels of \(\mu\)-mesic molecules of hydrogen isotopes. In this paper, we report variational calculations of the energy levels of mesic molecules of hydrogen isotopes in the \(J = 1\) state, using about 1000 basis functions. This enabled us to reach a precision of about 0.001 eV, which meets the current requirements of theory and experiment.
The constants used in our calculations are: 
\( R_y = 13.6058041 \) eV, 
\( M_\mu = 1836.151527 \), 
\( M_\nu = 3670.481 \), 
\( m_\mu = 5436.918 \), 
\( m_\nu = 206.769 \).

The Hamiltonian (1) was obtained in Ref. 16 in the representation of the total orbital angular momentum \( J \) in a rotating spheroidal coordinate system \((R_\alpha, \varphi)\) and is given in an explicit form in Refs. 2 and 11. In the latter papers, the three-particle Schrödinger equation was obtained in the spheroidal coordinate system for a \((J + 1)\)-component wave function \( {\Psi_{J+1}(\varphi R)} \) in the region \( \Omega = (\ell < r < \infty, -1 < \varphi < 1, 0 < R < \infty) \), where \( m = 0, 1 \ldots J \) are the eigenvalues of the projection of \( J \) onto \( R \) that label the components of the wave function for fixed \( J \) and total parity \( \pi = -1 \), which determines the sign of the rotational state.\(^*\)

This equation can be used to calculate any rotational-vibrational state \((J, v)\) of mesic molecules. For \( J = 0, \pi = 1, \) and \( J = +1, \pi = -1 \), it takes the form

\[
\mathbf{H}_\text{ eff} = \mathbf{H}_\text{H} + \mathbf{H}_\text{R} + \mathbf{H}_\text{P} R \frac{\partial^2}{\partial R^2} + \mathbf{H}_\text{P} R \frac{\partial}{\partial \varphi} + \mathbf{H}_\text{P} \frac{\partial}{\partial \varphi} R \frac{\partial}{\partial \varphi},
\]

where \( \mathbf{H}_\text{eff} \) is the effective Hamiltonian, \( \mathbf{H}_\text{H} \) is the Hamiltonian for the nuclear system, \( \mathbf{H}_\text{R} \) is the rotational Hamiltonian, and \( \mathbf{H}_\text{P} \) is the parametric potential Hamiltonian.

The expansions for the variational \( \sigma \) and \( \pi \)-functions with \( J = 1 \) have the following form:

\[
F_{\sigma, \pi} = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} a_{\sigma, \pi}^{(i,j,k)}(\varphi R) R^{-1/2} \varphi^{i-1} \varphi^{j-1} \varphi^{k-1},
\]

where \( a_{\sigma, \pi}^{(i,j,k)} \) are the variational coefficients.

Three-dimensional boundary value problems such as (3)–(4) can be solved in various ways, including the method in which a reduction is made to the Kantorovich ordinary differential equations\(^*\) or to the Bubnov-Galerkin and Rayleigh-Ritz algebraic equations. Many variational procedures can be reduced in this way and can be used even in the case of nonlinear parameters, since these parameters are usually optimized independently of the linear parameters. The first line of approach was used in Ref. 1, in which \( F(\varphi R) \) was expanded in terms of a complete set of solutions for the two-body problem (2). In our calculations, we employed a variational procedure based on the minimax principle, using several sets of nonlinear parameters chosen on the basis of our previous experience with the adiabatic basis. Thus, in constructing the basis functions, we took into the properties of the \( \sigma \)-components, the \((g, u)\) symmetry\(^*\) and certain known asymptotic properties of the solutions.\(^*\) This representation is justified, on the one hand, by the small value \( x(2M) = 0.01 \) and, consequently, the approximate conservation of \((g, u)\) symmetry, while, on the other hand, it ensures that the correct dissociation limit is obtained for the \( \text{d} \mu \) mesic molecule decaying into the mesic atom \( \mu \) and the mesic atom \( \mu \).
TABLE I. Calculated binding energies of mesic molecules with angular momentum $J = 1$.

<table>
<thead>
<tr>
<th>Variant</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>#2</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>#3</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>#4</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>#5</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
</tbody>
</table>

nucleus $d$. We note that the correct origin was used for $E_n$, in the Hamiltonian (1) and, as shown in Ref. 2, is asymptotically reproduced in (3) and (4).

To improve the convergence of the expansions (5)–(7), we have thinned out the series of basis functions. This is possible because the sequences used in (5)–(7) are not the minimum sequences as defined in Ref. 18. A numerical experiment was used to choose certain sequences of basis functions in (5)–(7) in order to achieve the most successful approximation to the required solution. The following sets of basis functions were used in our calculations for the $\sigma$- and $\tau$-functions, respectively:

\[ J = 1, \nu \neq 0 \]
\[ J = 1, 2, 3, \ldots; \nu = 0, 2, 3, 5, 7, 9, \ldots; \]
\[ k = 1, 2, 3, 5, 7, 9, \ldots \]  
\[ J = 1, \nu = 0 \]
\[ J = 1, 2, 3, 4, 6, 8, 10, \ldots; \nu = 0; k = 1, 2, 3, 5, 7, 9, \ldots \]  
\[ J = 1, 2, 3, 5, 7, \ldots; \nu = 0; k = 1, 2, 3, 5, 7, 9, \ldots \]  
\[ J = 1, 2, 4, 6, \ldots \]  
\[ J = 1, 2, 3, 5, 7, \ldots; \nu = 0; k = 1, 2, 4, 6, 8, \ldots \]  
\[ J = 1, 2, 4, 6, \ldots \]  

The corresponding versions are shown in Table I, where $N_\alpha$, $N_\beta$, and $N_\gamma$ represent, respectively, the number of basis functions in the coordinates $R$, $\xi$, and $\eta$, chosen in accordance with (5) and (6).

3. METHOD OF CALCULATION

The well-known minimax principle is implemented in our computational scheme. Thus, the approximate values of the energy levels corresponding to a particular $\nu$ in the $n$-dimensional space described by a finite set of $n$ basis functions $(\varphi_j), j = 1, \ldots, n$ are given by

\[ E^{\nu}_{\alpha} = \min_{\alpha} \max_{\nu} (\varphi^{(\nu)}, H \varphi^{(\nu)}), \quad \nu = 0, 1, \ldots \]  

where $\chi^{(\nu)}$ is an arbitrary linear combination of basis functions, which can also depend on the choice of nonlinear parameters $w$, and $H^{\nu}(w)$ is the $(\nu + 1)$-dimensional subspace on the set of basis functions. It is well-known, for a fixed set of nonlinear parameters $w$, that $E_{\nu,\alpha} < E^{\nu}_{\alpha}(w)$, and this bound continues to hold as additional minimization of $E^{\nu}_{\alpha}(w)$ with respect to the set $w$ is carried out.

Our computational scheme is implemented as follows. With a given set $w$, we first calculate $E^{\nu}_{\alpha}(w)$ in accordance with (8). The determination of the coefficients in (5)–(7), for which (8) is satisfied, then reduces to the solution of the algebraic eigenvalue problem:

\[ A(u)X = \lambda B(u)X \]  

where

\[ A(u) = [a_{ij}] = ([\varphi_j(u), H\varphi_i(u)]), \quad B(u) = [b_{ij}] = ([\varphi_j(u), \varphi_i(u)]) \]  

The basis functions are normalized to unity.

The eigenvalue problem (9) was solved in two ways. In the first method, the problem was reduced to the standard form. The following regularization procedure was em-
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employed. If, for a given set $d_{ij}$, the condition

$$
\|q_i - \sum_{j \neq a} d_{ij} q_j \| < \epsilon,
$$

was satisfied, where $\epsilon$ is the regularization parameter, the columns and rows containing these elements of the matrices $A$ and $B$ were deleted and (9) was solved for the lower dimensional problem (9) (with matrices of dimensionality up to 500) by comparison with a solution of (9) of known precision, obtained by the standard reduction method. This error was less than $10^{-12}$ when the regularization parameter $\epsilon$ was equal to $10^{-2}$. For large dimensionalities ($m > 500$), the estimated error in the solution of (9) was obtained by comparing calculations made by the inverse iteration method with different values of the regularization parameter $\epsilon$.

The second method includes the regularization of the matrix $B - B + \epsilon E$, where $E$ is a unit matrix and $\epsilon$ is the regularization parameter. The solution of (9) with the regularized matrix $B$ was performed by inverse iteration. The initial approximation to the eigenvalues were taken from Ref. 1, and the approximations converged with the required precision after three or four iterations. The efficient Bunch algorithm was used in each iteration to solve the set of algebraic equations. The matrices were stored in symmetric form, which meant that we could work with matrices of dimensionality 1000 in computer memory.

The computational error of the inverse iteration method was monitored in the course of the solution of the regularized problem (9) (with matrices of dimensionality up to 500) by comparison with a solution of (9) of known precision, obtained by the standard reduction method. This error was less than $10^{-12}$ when the regularization parameter $\epsilon$ was equal to $10^{-2}$. For large dimensionalities ($m > 500$), the estimated error in the solution of (9) was obtained by comparing calculations made by the inverse iteration method with different values of the regularization parameter $\epsilon$.

**TABLE II. Nonlinear parameters used in calculations ($J = 1$)**

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>Mesic molecule</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
<th>$a_7$</th>
<th>$a_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\gamma$</td>
<td>3.2</td>
<td>1.45</td>
<td>0.5</td>
<td>1.3</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>$\tau_a$</td>
<td>4.0</td>
<td>1.45</td>
<td>0.5</td>
<td>1.3</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>$\tau_b$</td>
<td>4.5</td>
<td>1.375</td>
<td>0.5</td>
<td>1.3</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>3</td>
<td>$\tau_c$</td>
<td>3.6</td>
<td>1.375</td>
<td>0.5</td>
<td>1.3</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>4</td>
<td>$\tau_d$</td>
<td>3.2</td>
<td>1.375</td>
<td>0.5</td>
<td>1.3</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
<td>$\tau_e$</td>
<td>4.8</td>
<td>1.35</td>
<td>0.5</td>
<td>1.3</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

**TABLE III. Binding energies $-\epsilon_{\text{in}}$ (in eV) of the mesic molecules of hydrogen with angular momentum $J = 1$.**

<table>
<thead>
<tr>
<th>Reference</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
<th>$\epsilon_{\text{in}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>106.80 (291)</td>
<td>226.66 (291)</td>
<td>289.13 (291)</td>
<td>1.97 (111)</td>
<td>4.21 (111)</td>
<td>97.40 (111)</td>
<td>99.05 (111)</td>
<td>232.14 (111)</td>
<td>0.67 (111)</td>
</tr>
<tr>
<td>[7]</td>
<td>107.29 (284)</td>
<td>226.88 (284)</td>
<td>289.13 (284)</td>
<td>1.97 (111)</td>
<td>4.21 (111)</td>
<td>97.40 (111)</td>
<td>99.05 (111)</td>
<td>232.14 (111)</td>
<td>0.67 (111)</td>
</tr>
<tr>
<td>Extrapolation</td>
<td>107.29 (284)</td>
<td>226.88 (284)</td>
<td>289.13 (284)</td>
<td>1.97 (111)</td>
<td>4.21 (111)</td>
<td>97.40 (111)</td>
<td>99.05 (111)</td>
<td>232.14 (111)</td>
<td>0.67 (111)</td>
</tr>
<tr>
<td>[9]</td>
<td>107.29 (284)</td>
<td>226.88 (284)</td>
<td>289.13 (284)</td>
<td>1.97 (111)</td>
<td>4.21 (111)</td>
<td>97.40 (111)</td>
<td>99.05 (111)</td>
<td>232.14 (111)</td>
<td>0.67 (111)</td>
</tr>
<tr>
<td>Extrapolation</td>
<td>107.29 (284)</td>
<td>226.88 (284)</td>
<td>289.13 (284)</td>
<td>1.97 (111)</td>
<td>4.21 (111)</td>
<td>97.40 (111)</td>
<td>99.05 (111)</td>
<td>232.14 (111)</td>
<td>0.67 (111)</td>
</tr>
<tr>
<td>Present work</td>
<td>107.29 (284)</td>
<td>226.88 (284)</td>
<td>289.13 (284)</td>
<td>1.97 (111)</td>
<td>4.21 (111)</td>
<td>97.40 (111)</td>
<td>99.05 (111)</td>
<td>232.14 (111)</td>
<td>0.67 (111)</td>
</tr>
<tr>
<td>Extrapolation</td>
<td>107.29 (284)</td>
<td>226.88 (284)</td>
<td>289.13 (284)</td>
<td>1.97 (111)</td>
<td>4.21 (111)</td>
<td>97.40 (111)</td>
<td>99.05 (111)</td>
<td>232.14 (111)</td>
<td>0.67 (111)</td>
</tr>
</tbody>
</table>

Footnote. The state $J = 1$, $\ell = 1$ has even and odd components for the $a$-function of the mesic molecule $d_{ij}$. The values of all the parameters are multiplied by the coefficient $q = 2m_r/M_{\infty}, m_{\infty}^{-1} = (M_1 + M_2)^{-1} + M_2^{-1}$.

*Results from Ref. 9; **results from Ref. 6; ***results from Ref. 10.
The calculations were performed for a number of sets of nonlinear parameters. This was used to find the optimum values of the parameters which enabled us to follow their convergence. Table I lists the basis functions used in the calculation.

The exception is the weakly-bound state \((J = 0, \nu = 1)\) vibrational states with orbital angular momentum \(J = 1\). The table also lists the best results of adiabatic\(^{10}\) and variational\(^{10-12}\) calculations. The number in parentheses under each value of \(E^{\nu}(v)\) is the number \(n\) of basis functions used in the calculation.

Our results were obtained for a sequence of five increasing sets of basis functions with \(n = n_1 < n_2 < \ldots < n_5\), \(3 \leq n_5\), which enabled us to follow their convergence. Table I lists the necessary information on the sets of basis functions (5–(7) for each state \((J, \nu)\).

Let us now consider the extrapolation of the energies \(E^{\nu}_n(\nu)\) to \(n \to \infty\). We used the following extrapolation formula, which is commonly employed in variational calculations:

\[
E^{\nu}_n(\nu) = E^{\nu}_n(\nu) + Cn^{-\alpha}.
\]

Improved values of the energy \(E^{\nu}_n(\nu)\) and the parameters \(C, \alpha\) can be found, by three suitably chosen calculations, from the available sequence with \(n = n_1, n_2, \ldots, n_5\), as was done, for example, in Refs. 7 and 10. The same problem can be solved by analyzing the entire series of calculations with \(n = n_1, n_2, \ldots, n_5\) by the method of least squares. We have used both methods and found that they yielded consistent values of \(E^{\nu}_n(\nu)\). Analysis of the results listed in Table III and calculations based on the extrapolation formula (10) showed that the improved values of \(E^{\nu}_n(\nu)\) were subject to an uncertainty of less than 0.001 eV. The exception is the weakly-bound state \((J = 1, \nu = 1)\) of the \(\mu\) mesic molecule for which the improved energy was determined to within 0.002 eV.

All the calculations were performed on the ES-1061 computer, using double precision arithmetic. The most laborious calculation \((n = 1495)\) was carried out with quadruple precision and required 12 hours of processor time. One variant with the lower figure of \(n = 200\) took less than 2 min.

5. DISCUSSION OF RESULTS

Interest in variational calculations on mesic molecules practically ceased after 1976, but was rekindled by the work of Demkov and Filinshik.\(^{21}\) They considered mesic molecules with \(J = 1\), and constructed three types of variational function in spheroidal coordinates with nonstandard basis elements, namely, Laguerre polynomials, fractional powers, and exponentials. The expansion in terms of exponentials was extended in Refs. 8 and 10 to the \(J \neq 0\) case. The intention of this work was to perform high-precision calculations, and this led to the use of a large number of basis functions. However, it is known that increasing the number of nonorthogonal basis functions leads to algebraic systems that are more difficult to handle, and improved precision cannot be achieved without regularizing procedures.\(^{22}\)

We also note that, when a large number of basis functions is used, the results of different variational calculations are not very sensitive to their form. This can be seen by comparing the different calculations listed in Table I for different sets of basis functions. The quality criterion adopted in variational calculations is the depth of the minimum of the variational function. Comparisons based on this criterion show that the basis functions expressed in terms of different coordinates still describe the three-particle wave functions with different precision, depending on the particle mass ratio. In the \(\mu\) mesic and \(d\mu\) mesic molecules, whose weakly-bound states are of particular interest, the reduced mass of the nuclei is large, and the basis functions employed in our calculations in terms of spheroidal coordinates are more optimal.

We note that the value found for \(-E^{\nu}_n(\nu)\) in the case of the mesic molecule \(d\mu\) \((J = 1, \nu = 1)\) agrees with the result obtained by the adiabatic approach in Ref. 6.
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