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Abstract. Semileptonic decays B D* /*vX were se- The Heavy Quark Effective Theory (HQET) [3] relates
lected from a sample of 3.1 million hadronic Z decays col-the three form factors to a single universal functiéi{¢?).
lected by the DELPHI detector at LEP. A topological searchThe shape of this function is not predicted by the theory but
for semileptonic B decays to resonant and non-resoné&nt D its value at maximum momentum transfgr,,. (i.e. when

7 states was performed and the ratio of the branching fracthe D'~ is produced at rest in the B frame) is normalised to

tions: 1 in the limit of infinite b and ¢ quark masses. Corrections
Br(B — D" {'vX) due to finite quark masses are computed by means of an
Br(B — D*—(*vX) + Br(B° — D*—(*v) expansion in terms oflocp/me. [4]. As a consequence
= 0.19+ 0.10(stat)+ 0.06(syst) of Luke’s theorem [5], first order terms do not contribute

was determined. Taking into account this contribution, theand the expansion is dominated by the term proportional to
differential decay width of 8 — D*~¢*v was measured as a (Agcp/me)? [6]. Another theoretical uncertainty of compa-
function of the momentum transfer from the B to theDin ~ rable size is induced by perturbative QCD which is at present
two separate analyses, using exclusive and inclusive method@mputed to first order in,;. The measurement of the decay
of D*~ reconstruction. The distributions were fitted over the rate atq?,, therefore currently provides the determination
full momentum transfer range to extract the producfhefy|  Of [Veo| with the smallest theoretical error [7].

times the normalization of the decay form facto(g?,,.): Previous measurements (| based on this approach
were performed by the ARGUS and CLEO collaborations at
F(qpaq)|Ven| = (354 + 1.9(stat)+ 2.4(syst)) - 10°°. theY'(4S) [2, 8, 9] and by ALEPH at LEP [10]. The relative

. . merits of theT"(4S) and LEP measurements are discussed in
The value of|V¢| was computed using theoretical calcula- detail in ref.[10]

. > Lo
tions Of F'(¢inaz). 9IVINg: Results from two complementary analyses are reported

V.l = (389 + 2.0(stat)+ 2. )+ 1.7(th . 10°3. in the present paper. The first analysis exploited events in
[Veo| = (389 O(stat) 2.6(syst) (theory)) - 10 which an exclusively reconstructed'D and a lepton were
The total branching fractioBr(B® — D*~¢*v) was deter- found in the same hemisphere as defined by the thrust axis.

mined to be: The event selection and reconstruction are described in sec-
0 o tion 4. An inclusive D~ reconstruction was also performed
Br(B* — D" ("v) = (5.52+ 0.17(stat)+ 0.68(syst))% by using events with a lepton and a slow pion in the same

jet, as described in section 5. It provides higher statistics but
with a higher level of background and pookgrresolution.

Semileptonic decays to orbitally excited state§{Dare

redicted by HQET and have been observed recently [11].
‘hese states provide an important source of background due
o their decay into a D~ plus other particles. A topological

search for such states was therefore performed to determine
. Ehe amount of such a background in a model-independent
semileptonic decay width of B hadrons which is propor-away' The analysis is described in section 6. The contributions
. 2 - ._from other background sources are discussed in section 7.
tional to NCD.‘ [1]. The precision of Fhese measurements is Due to the vanishing phase-spacejAt., the meastire-
however limited by the understanding of the hadronlsa'uonment is performed by extrapolating the 'Tdifferential decay

processes involved in the decays. . 5 . o ) X
. : oo width, dI"/dq*. Details of the fitting procedure are given in
The study of the properties of QCD in the infinite quark section 8. Systematic errors are discussed in section 9. The

mass approximation aIIow§ the extraction MCD‘ W't.h 4  combined result from the two analyses is reported in section
smaller theoretical uncertainty when the semileptonic deca

B° — D*~¢*v is considerel In the massless lepton limit the 10. Conclusions are drawn in section 11.
differential decay widthdI"/dq?, of this process is expressed

in terms of three form factors [2], where the variahfeis

the square of the four momentum transfer from tfet® 2 The DELPHI detector

the D'~ particle:

1 Introduction

Precise measurements of the elements of the Cabibbo-Kob
yashi-Maskawa matrix are required in order to complete the[
current picture of the weak interactions.

The magnitude of the elementy/relating the beauty

o 2 The DELPHI detector has been described in detail else-
¢°= (ps — po-)" where [12, 13]; only the detectors relevant to the present

1 Throughout the paper charge-conjugate states are implicitly included@nalysis are briefly described in the following. The track-
"Leptons” refers to electrons and muons ing of charged particles is accomplished in the barrel region
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with a set of cylindrical tracking detectors whose axis is ori-  Hadronic events were selected using only the selected
ented along the 1.23 T magnetic field and the direction of thecharged particles with momentum above 0.4 Ge\Five
beam. The Vertex Detector (VD) has an intrinsic resolutionor more charged particles were required, carrying in total
of 5-6 um and consists of three concentric layers of siliconmore than 12% of the collision energy assuming them to
microstrip detectors at average radii of 6.3 cm, 9.0 cm, ande pions. In total 3.1 million hadronic events were obtained
10.9 cm. The VD surrounds a Beryllium beam pipe with from the 1991-1994 data.

a radius of 5.6 cm. In 1991-1993 all the VD layers were  Simulated hadronic events were generated using the JET-
single-sided with strips parallel to the beam direction. In theSET 7.3 Parton Shower program [15]. The B meson mean
1994 run the innermost and the outermost layers were relifetime was set to 1.6 ps. The generated events were fol-
placed by double-sided silicon microstrip modules [14] giv- lowed through the detailed detector simulation DELSIM [16]
ing measurements also in the direction along the beam axiand then processed through the same analysis chain as the
(z). The Inner Detector is placed outside the VD betweenreal data. The hadronic event selection efficiency was thus
radii of 12 cm and 28 cm. It consists of a jet chamber givingestimated to be (9% 4+ 0.2)%. A total of 7 million simu-

up to 24 spatial measurements and a trigger chamber prdated Z hadronic decays was used. To increase the statistical
viding a measurement of the coordinate. The VD and ID significance of the simulation, a special set of events was
are surrounded by the main DELPHI tracking chamber, thegenerated, each containing at least one B meson decaying to
Time Projection Chamber (TPC), which provides up to 16a D*/v or D{)/v final state, corresponding te 20 million
space points between radii of 30 cm and 122 cm. The Outehadronic Z decays.

Detector (OD) at a radius of 197 cm to 206 cm consists of ~ Charged and neutral particles were clustered into jets
five layers of drift cells. The average momentum resolutionusing the LUCLUS algorithm with default parameters [15].
of the tracking system is(p)/p = 0.0006p (p in GeVk)  For the jet containing the lepton candidate, the jet axis was
for high momentum particles, in the polar region betweendefined as the sum of the momenta of all the particles in
30° and 150. In the plane orthogonal to the beam direc- the jet except the lepton. The transverse momentygm,

tion the asymptotic precision of extrapolating tracks to theof the lepton with respect to this jet axis was required to
collision point was measured as 202 um using muons  exceed 0.8 Ge)t in the exclusive analysis and 1 Ggvin

from Z— p*p~ decay. In hadronic events, the extrapolation the inclusive analysis. Furthermore, leptons with momentum
accuracy was found to be/202+652/p§ um [14] where  greater or equal to 3 GeV were used in the exclusive

p; is the momentum of the particle in GeVih the plane analysis; in the inclusive analysis the same cut was set at 2
transverse to the beam axis. GeV/e.

Electron identification relies on the electromagnetic calo- Each event was divided into two hemispheres by the
rimeter in the barrel region (High density Projection Cham-plane perpendicular to the thrust axis, which was computed
ber HPC) which is a sampling device with relative energyusing all the charged and neutral particles.
resolution of+6.5% for electrons with 45.6 Ge\¢ momen-
tum, and a spatial resolution along the beam axi&®fmm.

The electron identification algorithm is described in ref. [13]. 4 Exclusive analysis

Within the HPC acceptance, electrons of momentum above

3 GeV/c are identified with an efficiency of 77%. The  This section describes the exclusive reconstruction of D
probability of a pion being misidentified as an electron is particles and the correspondipg reconstruction procedure.
below 1%.

The muon identification relies mainly on the muon cham-
bers, a set of drift chambers giving three-dimensional infor-4.1 D*~¢* selection
mation situated at the periphery of DELPHI after approx-
imately 1 m of iron. The muon identification algorithm is The D" candidates were reconstructed in the chanriel B-
described in ref. [13]. A loose selection criterion provided D 7~ and theD" candidates were reconstructed in the decay
an identification efficiency of- 90% within the acceptance modesD’ — K*r— andD’ — K*r—ntn—.
of the muon chambers for a misidentification probability of First, the primary interaction vertex was computed in
~ 1.3% (referred to as “loose” muons in this paper). Tighter space for each event using an iterative procedure based on
cuts gave 77% efficiency for a8 misidentification prob-  the y2 of the vertex fit as described in ref. [17]. The primary
ability (referred to as “standard” muons). vertex of Z— bb events was thus evaluated with a transverse

precision of about 7@m horizontally and 3Q:m vertically.
Only charged particles produced in the same jet as the
3 Event selection and simulation lepton were considered for the reconstruction of charmed

mesons. The kaon candidate in he decay was required
t6 have the same charge as the identified lepton.
Only particle tracks with at least one VD hit were used

Charged particles were required to have a measured mome
tum between 0.1 GeXt and 50 GeVec, a relative error on
momentum less than 100%, a track length larger than 30 cm 0 0

and a distance of closest approach to the interaction poiff the D° — K*x~ channel. For thed” — K'r~n"r™

below 5 cm in radius and 10 cm along the beam axis. Neutraflecay channel, at least one hit was required on at least two
particles were required to have an energy between 1 GeVf the four tracks of theD® candidate. After a Kr— or

and 30 GeV and a polar angle between 20d 160. They  K*r~7n~x* combination was selected, its vertex was com-
were assigned the photon mass. puted in space and the momentum vector of each particle was
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recalculated at this position. In e — K~ channel, the
momentum of each particle had to be larger than 1 GeV 120 &
For D’ — K*r m*m— decays, the minimum momentum wl ¥ +
required for candidate pions was lowered to 0.2 GeVn 80 [
order to select events with well reconstructed secondary ver-2
tices for K3r candidates, the impact parameter to the sec-5
ondary vertex of each decay particle was required to be less
than 300um.

140

s /0.8 MeV/é

40 [

20

0 0 L7 ....WIAMM...@%’ gl 7 L
To reduce the combinatorial background in the — 014 0145 015 0155 016 ~ 0.65 0.17
DM=M o My (GeVid)

K*7~ channel, the anglg* between theD° flight direc-

tion and the kaon direction in thO rest frame was re-
quired to satisfy the condition c6% > —0.9. For genuine

D° — K*r~ candidates an isotropic distribution in adsis
expected whereas the background is strongly peaked in th E
backward direction. ol

Using a lepton candidate with at least one hit in the 40}

microvertex detector, ®°-lepton vertex was then fitted in 20
space, and the lepton momentum vector was recomputed by 16 L7 18 18 2 21
imposing that its track originated at this new vertex. The pre- Micsr (GeVIC)
i of e seconday e s bUS00 1 ANy 1 e - st e e o 2 -

. : . (K*m~7~) — M(K*7 ™) distribution andb K*7— 7~ =" invariant mass
beam direction. The Bdecay length was then defined as istribution for events where the kaon candidate and the associated lep-
the signed distance between the primary vertex and the segon in the same jet have the same charge (data points) or opposite charge

ondaryDO-Iepton vertex. It was given the same sign as the(hatched histograms). The same selections are applied for the same and
opposite charge events. A selection om Knass within 70 Meyc? of

scalar product of th®°¢~ momentum with the vector join-  the nominal 9 mass is applied . A selection on the mass difference
ing the primary to the secondary vertex. For the 1991-1993vi(K*n~n~7*7n~) — M(K*7~—x~ ") was applied inb as explained in
data, the decay length was computed in the plane transvergge text. The curves are the results of fits described in the text
to the beam axis and was required to be above/&00For
the 1994 data, withy information available from the VD, it
was computed in space and was required to exceedii#50  count for the different resolutions in the two data samples.
All other charged particles with momentum between A clear signal corresponding to*D¢* events is observed
0.4 GeV/c and 4.5 GeYc and charge opposite to that in each distribution when the kaon candidate and the lep-
of the lepton were used as pion candidates for D— ton have the same charge (data points). The corresponding
D%~ decay. This momentum range allowed the selection¥rong sign K¢~ distribution (hatched histograms) is fitted
of D*— with an energy fraction relative to the beam energy'W”:h the S.a.me paramet.erslas th&/K distribution in order
Xpg(D*) = E(D*)/Epeam between 0.15 and 1. In order to to determine the contribution ofccevents. A very small
reduce the combinatorial background, the impact parametéFontrlbUtlon is found which is subtracted later in this analy-
of this pion relative to the primary interaction vertex was Sis. In Fig. 1a) the background is described by the function
required to be less than 3.0 mm. The momentum vector of(AM — m,)” wherea and § are free parameters. The
the pion candidate was recomputed after imposing that it*~ — (K*7 )7~ signal is described by a Gaussian func-
track originated at th@o—lepton vertex. Then the selection tion with free normalization, m;?‘a” value gnd W'dth: The
of D*~¢*X events relied on the small mass difference\() mean value (145 + 0.1) I\{I)eV/c obtained is compatible
between the B~ and the candidatp’. with the expected (D~ — D) mass difference and the res-
olution is (09 + 0.1) MeV/c?.

200
180 E
160 E
140 E
120 B
100 £

EntfRes / 15 MeV/é

As no kaon identification was required, some combina- o _ ] .
torial background occurs in the® — Kt decay The K3r mass distribution of Fig. 1b) was fitted by using

mode when the Kandz* mass hypotheses are wrongly per- a second order polynomial for the combinatorial background,

muted. This is partly suppressed by applying a stronger masg Gaussian function for th®” — K*r~x " events and

difference constraint for this decay channel, the remaining? second Gaussian for events where theakd 7 masses

combinations being described by an additional contributionwere permuted. In the simulation, this second contribution

to the background. amounted to 7% of the fitted signal, with a width 10% larger
Figure 1a) shows the distribution of the mass differencend & mean value 3 Me\ lower. The 21‘|t'§ed mean value

M(K*7—7~) — M(K*7~) when the K7~ invariant mass of the first Gaussian is (1866 2) MeV/c#, in good agree-

is within 70 MeV/c? of the nominal ¥ mass. Figure 1b) ment V\_nth _the nominal Bzmass [1], and the experimental

shows the invariant K8 mass distribution when the mass "esolution is 14- 2 MeV/c*.

difference valueA M is within 2.1 (1.4) MeV/ ¢? of the nom- The total numbers of fitted D ¢* events were 23% 19

inal (D"~ — D°) mass difference for 1991-1993 (1994) data. In the Kr channel and 21& 25 in the K3r channel.
The different AM selections were applied in order to ac-
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Fig. 2. Distributions of the difference between reconstructed variables andFig. 3. Same as in Fig. 2, but for the simulation of 1994 data
the true value in the simulation of the exclusive analysis of 1991-1993 data
for a the neutrino energy £ b the B meson azimuthal angigs, c the B

polar anglefg galculated with the energy-momentum co_nstrz_:\int dritie and polar anglég relative to the beam axis. For the 1994
irsc(gfzgmaedl - The curves are Gaussian fitsanand Breit-Wigner ones o154 - \where the microvertex detector provided a measure-
ment of thez coordinate along the beam axis, both the az-
imuthal and polar angles were obtained from the oriented
4.2 42 reconstruction decay distance vector between the primary interaction ver-
tex and the D~ ¢* decay vertex. For the 1991-1993 data the
The four-momentum transfer squared in the-B D*~¢*v neutrino energy and azimuthal angle (obtained as previously
decay was reconstructed by measuring tRenson four- ~ described) were used with the energy-momentum conserva-
momentunpg and the D~ meson four-momentump-. The  tion constraint to determin@s. The quadratic ambiguity was
experimental inputs used to determine the B hadron energesolved by taking the polar angle nearest to the thrust axis.
and momentum, in addition to the reconstructed Dand igs. 2b) and 3b) show the difference between the recon-
lepton, were the neutrino energy and the B hadron directionstructed and generated azimuthal angle in 1991-1993 and
The neutrino energys, was evaluated from the missing 1994 simulations, respectively. Resolutions 61.4° and
hemisphere energy,.... corrected by a function of the 11.2° were achieved in the two cases. Similar distributions
D*~(* energy,F(Ep-¢), determined from the simulation: are shown fordg on Figs. 2c) and 3c). The resolutions are
+1.6° and £1.2° for 1991-1993 and 1994 simulations, re-

Eviss = v/s/2— E + M ame — m%ppo spectively. Finally Figs. 2d) and 3d) show the difference
mass same 2\/s between the estimated and generajédalues. Resolutions
B, = Epjee + F(Epe), of £2.2 Ge\?/c* and+1.8 Ge\?/c* were achieved for the

. 1991-1993 and 1994 simulations.
wheresame andoppo refer to the hemispheres on the same  The overall efficiency determined from a sample of fully

. : : + .
and opposite sides relative tq théﬂ system,m:mme and simulated B — D*~¢*v decays was (18+0.5)% forDO .
Moppo are the reconstructed invariant masses in each hemi-

sphere and are included in order to correct the energy foK @~ and (63 & 0.4)% for D’ — K'n=x*x~ . Figure 4

events with more than two jets [18]. The functiéi{Ep- ) shows the efﬂmency as a function ¢f for each channel. A .

was introduced to correct for losses due to experimental cut8light dependence is observed and an acceptance correction

and to detector inefficiencies. It was determined by parameWas applied.

terising the difference between the true neutrino energy and

E,.iss as a function of the EY energy. If the neutrino energy

obtained was negative, it was set to zero. Figs. 2a) and 3d&) Inclusive D*~ analysis

show the difference between the reconstructed and gener-

ated neutrino energy for®8— D*~¢*v decays in simulated Only a limited fraction of [¥ decay final states were recon-

1991-1993 and simulated 1994 data, respectively. A resolustructed with the exclusive technique described above. To

tion of 2.7 GeV is reached in both cases, which correspondicrease the statistical precision of the measurement by ex-

to a relative error of+33% . ploiting a wider set of B final states, an inclusive analysis
The B’ meson direction was determined from its az- was performed, inspired by the one originally proposed by

imuthal anglegg in the plane transverse to the beam axisthe ARGUS collaboration at DESY [19]. The analysis was
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- the parameterisations described in the text
o, 5 L 5 s o in turn. Particles with the same charge as the lepton but oth-
of (GeViIch erwise surviving the above selection were used to check the
description of the background in the simulation.
Fig. 4. Efficiency (%) as a function of the reconstructel in the ex- An inclusive reconstruction of Ddecays was then per-
clusive analysis estimated from simulated B- D*~¢*v events with formed by considering all the particles in the jet, apart from
0 . 0 . ! . .
D" — K¥fr~ 'z~ (triangles) andD” — K*z~ (points) the lepton and the selected pion. A considerable fraction of

the particles are produced in the primary fragmentation pro-
cess. These were removed by exploiting the long lifetime
limited to the 1.37 million hadronic Z decays collected by and the large Lorentz boost o®Bmesons. The method is
DELPHI in 1994. a refinement of the technique already applied by DELPHI
in ref. [22] . The probability that a track from a charged
particle originated from the primary interaction vertex was
5.1 D* ¢+ selection evaluated on the basis of its impact parameter and its er-
ror [21]. Charged particles with either low probability or
high rapidity relative to the jet direction were then selected.
Neutral particles with rapidity above 1.5 were also used. The
th DO four-momentum was then evaluated as the sum over all
Selected particles. In the simulation the average mass of the
reconstructed state is consistent with th2 Bhass and the
gpread of the mass distribution is about 700 Med/due to
inefficiencies and residual contaminations. Events were fur-
ther selected by requiring the®Deconstructed mass to be
between 0.5 GeXt? and 3 GeVc?. Events for which the
D energy exceeded 25 GeV were rejected. THe vas

The charged pion produced in the decay B+ D%~ (here-
after referred to as the*) was used to tag D particles.
Due to the limited phase space available in the decay,
m* is produced almost at rest in thé Drest frame. At LEP
energies it receives a considerable Lorentz boost (when th
D*~ is produced from B hadron decays, the averagen-

ergy is about 1.5 GeV), but it can be tagged by the low
momentum carried in the plane orthogonal to the boost direc
tion. The method has previously been applied by the DEL-

PHI collaboration to extract the partial width of the decay : ; : :
e ) ) then built by adding the four-momentum of the tagging pion
of the Z to « final states [20]. In the following a refinement to that of the [9. According to the simulation, this proce-

g; EEE gggﬂg'r%ﬂiés described which improves the reject|ondure reproduced the true*D direction WiFh a precision_of
' . . . ~ 2.4°, to be compared with- 3.5° obtained when using

The sample of hadronic Z decays was enriched bn b 044 the jet direction as an estimate. Events containing a
events by applying the b-tagging algorithm already used by — o6 finally selected by looking at the mass difference
the. DELPHI col_laboratlon for several analyses [21]. Jets iN A0/ between the B~ and the reconstructed®D
which a lepton is present were then selected. Tighter lepton
selection criteria were applied than for the exclusive analy-
sis. The lepton transverse momentum was then required tg 2 Event kinematics angf reconstruction
bepf > 1 GeVe.

Any particle with charge opposite to that of the lep- Due to the limited phase space available, a strong correlation
ton was considered as a candidate férDtagging if its  holds between the momentum of thé D and that of ther*.
squared momentum?. transverse to the jet direction was The most precise unbiased estimator of the Bnergy was
below 0.03 Ge¥/c* In the simulation, this cut removes then obtained by properly parameterising it as a function of
only 2 % of thepions from D'~ decays. Furthermore, the the momentum of the*. This gave the D~ energy with
momentum of the selected particle had to be in the range- 14% relative precision.
0.5< p < 2.5 GeV/c. If more than one candidate was se- The energy of the neutrino was estimated from the miss-
lected inside a jet, all possible combinations were considerethg energy, as in the exclusive*D reconstruction. In the
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Fig. 6. Squared missing mass ) recoiling against the D~ ¢ system Fig. 7. AM = Mp.— — Mpo distribution for the inclusive analysis, when

for the inclusive analysis. The dots represent the data, after subtraction ahe lepton and the* havea opposite charge anal same charge. The dots

the combinatorial background and other background sources different fronare the data, the shadowed area shows the prediction of the simulation for

D**. The continuous line shows the signal expected from the simulationthe combinatorial background. The experimental distribution, after subtrac-

(D*~ and D**), the dashed line is the contribution from semileptonic de- tion of the simulated background, is compared to the sum of all expected

cays of B mesons to D, the dotted line is the contribution from semilep- D*~ sources irc

tonic decays of B mesons to*D. The arrow indicates the cut M< 2

GeV2/c* which was applied to reduce the amount 6f*Din the sample

used for the analysis taken from the simulation. Both the central width and the

tails are well reproduced. The simulation shows that events
produced from background processes tend to accumulate at

inclusive analysis the resolution on the neutrino energy wasigher Mg, values. In the case of D production (see next

found to be about 4 GeV. section) this is due to the production of additional pions not
The B’ decay vertex was not reconstructed. Its flight considered in the reconstruction of the state. To reduce this

direction was estimated by exploiting momentum conservasource of background contaminationZas required to be

tion. The three-momenta of all particles in the event, excepbelow 2 Ge\?/c*.

the lepton and the tracks assigned to the” Dwere added. Figure 7 shows theAM distributions for the selected

The resulting direction was then reversed and considered tevents in which the lepton and the have opposite or

be the B direction. The resolution obtained with this al- same charges. The hatched area shows the shape of the

gorithm was~ 1.5° in both the azimuthal and the polar combinatorial background in the simulation. The samples

angles. were normalised using events in the side band region de-
Simulated events were used to study tferesolution.  fined by 0.2< AM < 0.4 GeV/c?. Figure 7c) compares

The simulation shows a linear dependence of the mean rethe data (after subtracting the combinatorial background esti-

constructed? on the generated one. The resolution howevermated from the simulation) with simulated events containing

depends on the actual value @, improving at higher val- a D*~—¢* final state. Only events satisfying the above selec-

ues, as seen in Fig.5. The simulation shows that the tailsion and also havingAM < 0.17 GeV/c? were considered

towards low values of the reconstructgtlare mostly due as D~ candidates. After subtracting the combinatorial back-

to events where the direction of the’ Bvas poorly deter- ground, 2420t 69 (—36+ 44) candidate D~ lepton events

mined. The resolution was parameterised by a Breit-Wignesere found in the opposite (same) charge sample. The quoted

function if the difference between the reconstructed and therrors are statistical only.

generated value af? was smaller than a discriminant value, The overall efficiency to reconstruct a genuiné B

otherwise a Gaussian function was used. The dependence Df~ ¢*v event was (1B + 0.5) %, where the error contains

the widths and of the point of connection of the two func- the systematic uncertainties. Figure 8 shows the dependence

tions on the truey?> was determined from the simulation.  of the efficiency on;? and, superimposed, the linear param-
A set of tests was performed to check that the simula-eterisation adopted to describe the effect.

tion described the data with the accuracy needed. Excellent

agreement was always found. Figure 6 shows for instance

the reconstructed missing mass square@, JMf the system 6 Evaluation of D** fraction

recoiling against the D ¢* (representing the neutrino mass

in the decay B — D*~¢*v ) compared to the simulation An important source of background is due to the process B

expectation, after subtracting the combinatorial background— D*¢/v X which includes resonant B» Df}‘)éu decays (fol-



547

015 B 25
1< e L
(] g L
I;:Z* 0.14 |- 3 B
i 7L 5 2201
0.13 4 r
i f‘L L r
012 F & T r
? T 5 & D" 7(MC)
0.11 fL/,,T' \ i o D" (MC)
L ] ‘ L o data
01l P 10 -
0.00 - L Jﬁ#f -
Py 5
0.08 [ ™
007? O H\HHHHH\HHHHiHHiH
[ 0 05 1 15 2 25 3 35 4 45 5
0.06 |-
- S/s
0.05 [ Fig. 9..52/55; distributions for background subtracted data (dots) and sim-
qz (Ge\ﬁ/c“) ulation. Hatched area is the contribution of D events in the simulation.

The last bin contains the events in overflow
Fig. 8. Variation of the efficiency as a function of the generagéd

events, the selected pion candidate is a fragmentation particle
originating from the primary vertex. To discriminate better
between these events and-B D*~#*(*v(X) events, the
&ignificancesl of the impact parameter of the selected pion
with respect to the primary vertex was also considersgd.
should be larger for B~ D*~7*¢*v(X) events and smaller

for B — D*¢*v events whileS, should behave in the
opposite way. The best separation between the two event

lowed by B;) — D*r) as well as non-resonant decays. All
these states are often referred to &$.00heir amount in the
data sample was directly measured by looking for a charge
pion coming from the D¢ vertex. Isospin conservation was
then used to estimate the value of

R= Br(B — D* (*vX) classes was obtained using the ratig S;.
T Br(B — D*¢*vX) + Br(B — D*—(*1)’ Figure 9 shows the distribution d,/S; for the back-
A vX)+ Br® = V) ground subtracted data and for the dedicated Monte Carlo
where X represents neutral or charged particles. simulation of B— D*~7*¢*1/(X) and B — D*~¢*v events.

The measurement used the exclusively reconstructed DThe region near zero is populated mostly byrDevents
sample. The analysis was restricted to events from the dewhile the rest of the distribution is dominated by Bvents.

cay channel b~ — (K*z7~)r~ to reduce the combinatorial The background was estimated to be 20% using events
background. To take advantage of the new microvertex delying in the signal band of the\ M/ distribution but with the
tector, only the 1994 data set was used. wrong D* lepton charge correlation. The shape of #¢5;

To increase the sample size, the cut on the lepton trangdistribution for the background was studied using events ly-
verse momenturp4. was loosened to 0.2 Ge¥. The mass  ing in the sidebands of the\ M/ distribution with either a)
difference M (D7) — M(D®) was required to be within the correct or b) the wrong charge correlation and c) events
2 MeV/c? of the nominal mass difference and the mass ofin the AM signal band but with wrong charge correlation.
the reconstructed Dwas required to be within 50 Me\?>  The normalized background was subtracted and the differ-
of the nominal value. Furthermore, the selection criteria wereence in the results from the three samples defined above
optimized to improve the secondary vertex resolution. Theused to determine the contribution to the systematic error.
decay length was required to be greater than 0.75 mm, the To extract the numbers of'Dand D'w events the exper-
X2 probability of the [¥ vertex fit had to be higher than 1%, imental distribution was divided into two parts 8§/5; =
and they? of the D*¢ vertex fit had to be less than 20. Tracks 0.6. The expected fractions of*Dand D'r events in the
were considered only if the error on their impact parameteitwo bins were evaluated with the simulation. It was found
to the primary vertex was below 0.5 mm. Furthermore thethat 5% of the D events and 77% of the 'z events have
error on the impact parameter computed to the Rertex  S2/51 < 0.6. The fractionR? was computed:
had to be less than 1.5 mm.

Particles other than those forming thé &nd lying in the R= kNp«x
same hemisphere were used provided their charges were the ENp«r + 7 Np- ’
same as that of the lepton. The significarttewas defined ?
as the impact parameter, reconstructed in space with respesthere "~ is the efficiency ratio between the*® and I
to the D/ vertex, divided by its error. events, determined in the simulation to be 113®.02, and

The track with the lowes, was chosen as a candidate k takes into account the decay B> D*~7%*v. This factor
pion from the B— D*~7*/*v(X) decay. In B — D*~¢*v was estimated assuming that Bnd B particles have equal
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semileptonic partial widths and lifetimes [23] , that® Table 1. Summary of the relevant inputs used in the analysis

states are produced with a fixed isospin (I1=1/2) and that Input parameters  Ref.
isospin is conserved:

Ry _ 2219+ 0.17 (%) [24]
= Br(B* — D*~¢*vr*) + Br(B® — D*~(*vn0) _ 15 Br(b — B 385+ 21 (%)  [25]
= Br(B* — D*(*ur*) =15 Tgo 1.57+ 0.05 ps [23]
Br(B® — D*~7*v) 2.1+ 0.4 (%) [10]
Including other possible final states withbr and the chan-  Br(B— D*~ X, X. — £*vY) 0.33+ 0.15 (%)  [1]
nel B — D*~I*v K with K® — #*7~ and making some ~ Br(8° — D" (n)m) 6.1+ 3.1 (%) 1]
assumptions about the decay rates and efficiencies gives 5r(0™" — D°") 68.1+13 (%)  [1]
Br(D® — K—7%) 401+ 0.14 %) [1]

= 1.45. The difference between the two values was included
in the systematic error.

Another source of systematic error was estimated by B .
varying the S,/S; cut from 0.2 to 1.0. The full system- Table 2. Composition (%) of the D™ (" data sample
atic error is a sum in quadrature of all three contributions Exclusive  Inclusive
and the final value oR obtained was:

Br(D® — K- 7tn—7")/Br(D® — K—7*) 2.02+ 0.11 [1]

B° — D*¢*v signal  76.3 84.6
_ B — D**('vX 13.2 11.3

R =0.19+ 0.10(stat)+ 0.06(syst) B0 . Dty P le

B— D*~D 2.9 0.8

2 Other back q B — D*~(n)x 4.8 1.7
ther backgrounds Total 100 100

Other sources of background were estimated using the sim-
ulation.

The B> — D*~7*v decay (with ther decaying lep-
tonically) and B-~ D* D (with the D meson decaying
semileptonically) also give D ¢* candidates. These were

of BY hadrons produced. The number of Badrons was
computed from the numbefy,, of Z hadronic decays, the
Z partial width into b quarks divided by the Z partial width

suppressed by the leptgi}, requirement. into o (R, = ,;® ), and the probability ba b quark frag-
The decay B — D*~(n)r should also present some ex- menting to a B:
. . N ] oo _
cess of right sign B~ 7" candidates when a pion is wrongly Ngo = 4N, Ry Br(b — B°) . 1)

identified as a lepton.

True D~ with a fake lepton¢* in the same jet can The factor 4 accounts for the fact thaf Bnesons can be
be present in € events if a pion is wrongly identified as a produced in either hemisphere afdan be eithee or ;1. The
lepton. This background was strongly reduced bytheand ~ probability d a b quark fragmenting to a®Bwas extracted
decay length selections. It was considered to be negligibl@s in ref. [25], by comparing the average B meson mixing
in the inclusive analysis, where no'D signal was observed ~probability at LEP with that obtained for’Bnesons a"(4S)
in the mass distribution of wrongly charge correlated eventsand from time dependent oscillation measurements. Maximal
(see Fig.7b), and it was directly subtracted in eattbin ~ mixing was assumed for Bmesons and the fraction of b
for the exclusive analysis. This subtraction also corrects folquarks fragmenting to b-baryons was taken to be{#3%.

the small background in the K3channel of reaD’ mesons The result for|Vey| was obtained by fitting the measured
associated with a randonr . ¢? distribution according to the HQET prediction for the

The branching fractions and the errors assumed for théiifferential decay width, g)gpressed in terms of the scalar
processes involved in the analysis are listed in Table 1Producty of the four-velocities of the B and D mesons:
A relative error of +50% was assumed for the process mg +m3. — ¢°
B® — D*~(n), accounting for the uncertainties both on the ¥ = V8 * Vb~ :

2mpmp=
production rate and on the lepton faking probability. TheTh D
content of the fitted D~ ¢* sample is detailed in Table?. en
dl' 1 dBr(B° — D* (*)
dy ~ Tgo dy
8 Determination of |V¢,| and of branching fractions 2 ,
| | | = agnay Mb-(me —mo )2 FE)Va* V2 -1 (2)
The branching fractionBr(B® — D*~¢*v) was obtained )
from the numberNp-,, of D*¢ candidates which were left 1-2yr+r 2
after background subtraction: < |4y +1) 1-r)? AR
BrB® s D) = Np=y wherer = mp-~ /mg. For the unknown form factoF'(¢%) a
r(B" — v) = €0-¢Npo’ linear development was used:

. . o . . 2 2
whereep-, is the reconstruction efficiency including detec- F(¢®) = F(¢...) (1 +g2Imaz — 14 ) _
tor acceptance for this decay channel aig is the number mase 2mpmp-

2 The B — D*~KO*1, contribution is included in the second line of 1N both analyses the two parametef$q?,,,)[Veo| and a?

the table were left free in the fit.
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Fig. 10. The ¢2 spectrum in the exclusive analysis (dots) compared to the Fig- 11. The ¢ spectrum in the inclusive analysis (dots) compared to the
results of the fit (line). The white area shows the fitted contribution from result of the fit (line). All events outside the physical range have been
signal events, the hatched areas show the background composition. The fi@§ouped in a single bin. The white area shows the fitted contribution from
to the AM or M distributions allow the number of signal events to be Signal events, the hatched areas show the background composition
extracted in eacly? bin. Therefore the combinatorial background is not

displayed o ) ]
where the errors are statistical only. The correlation coeffi-
cient between the two fitted parameters is 90.6 % and the
8.1 Exclusive analysis x? of the fit is 1.80 for 3 degrees of freedom.

The allowed kinematical range i from 0 to 10.7 GeV¥/c*

was divided into five equal bins of 2.14 G&\*, compa- 8.2 Inclusive analysis

rable to theq? resolution of 2.0 Ge¥/c*. The number of

signal events in each bin was determined by a fit to the disThe results of section 6 were used to determine the compo-
tribution of the mass differencé&M = M(Kzw) — M(K) sition of the sample. Of the 2420 selected candidates after
for D’ — K*n— decays, as described in section 4.1. Forcombinatorial background subtraction, 99 were attributed to
background sources other thar*Dproduction. Thepf. > 1
GeVlc and the M,.< 2 Ge\?/c* cuts reduce the efficiency
to tag a B decay to a D state by a factor 87 with respect

to one to a D~ state. Taking all efficiency corrections into
account, the following branching fraction is obtained:

D’ = Kt mtr decays, the number of signal events was
obtained from a fit to the (K8) mass distribution.

The backgrounds listed in Table 2 were treated as fol
lows. Due to thep’. selection, the reconstruction efficiency
is lower far a B meson decaying into a*Dthan for a direct
decay into a D meson. Forp4.>0.8 GeVt, the reduction Br(B%— D*~¢*v) = (5.654 0.17) %,
factor is 0744 0.12 in the simulation. The reconstructetl
distribution of simulated B~ D" ¢*v events was normal-
ized to the result of section 6 and then subtracted. ghe each 1.5 Ge¥c* wide. The fraction of events from back-

Table 2. The overali? distribution is presented in Fig. 10 lation tuned as described above. .Only events Wityrgater
Frorﬁ the background subtracted sample, the fol.low.ingthan _5(.) (Ge}?/c“) were us'ed. Thls remoyed 5.0 % (3.5%)

branching fraction is measured: ’ of the signal in '_[he data (simulation). ¥ fit was then per-

: formed comparing the number of events observed in each
Br(B® — D*~¢*v) = (4914 0.45)% bin to the number expected, which was obtained by adding
the predicted background to the convolution of the model
function (see (2)) and the experimental resolution function
(see section 5.2), integrated inside the bin. The result was:

where the error is statistical only.
To determine|V |, events were grouped in bins of,

where the error is statistical only.

A binned y? fit was performed on the background sub-
tracted ¢°> spectrum to the function given in (2) convo-
luted with the experimental resolution functions shown in F(¢?,,.)|Ven| = (359+22) - 1073
Figs. 2d) and 3d). The result is: a? = 0.74+ 0.20,

2 -3
F(qra2)Veb| = (342+34) - 10 where the errors are statistical only. It should be noted that

a?>= 0.77+0.26, the branching ratio for the considered decay can be obtained



550

from the fitted values of? and|Vy| by integrating (2). The changed by~ 1%. This was taken as the systematic error
value so obtained is 5.37 %. The discrepancy with the resulaind no further iteration was performed.

obtained above is due to the uncertainties in the parametri- The following subsections discuss the systematic errors
sation of the resolution function and in the variation of the peculiar to the exclusive and inclusive analyses respectively.
efficiency with . The effect of such uncertainties on the

systematic error is discussed in section 9.2 below. The com-

parison between the fitted result and the experimental datf.1 Exclusive analysis

is shown in Fig. 11. The probability of the fit is 8 %. If only
events with g greater than-10 Ge\?/c* were used, the fit
probability would increase to 24 % whil¥ ¢,| would vary
by 0.7 x 1073,

In the exclusive analysis the following further sources of
uncertainty were considered.

The uncertainty on the Dselection was computed by
varying the cuts and summing all the resulting variations in
the branching ratio and ifV¢,| . Table 4 summarizes the

9 Systematic uncertainties following contributions:

— The effect of the B flight distance cut was checked

The different sources of systematic uncertainties considered
are reported in Table 3. Several are common to the two
analyses, namely the overall normalisation, the efficiency
determination and the background subtraction.

The overall normalisation depends on the knowledge of
Ry, on the probability thiea b quark fragments to a’Bme-
son, and on the B lifetime 70 (see (1) and (2)). All these
guantities were varied inside the bounds allowed by present
measurements (see Table 1), and the corresponding varia-_
tions of the measured quantities were added to the systematic
error. The errors due to the uncertainties on the Dand
D% decay branching fraction were computed in the same
way.

About 10 % of the tracks from low momentum charged
particles are lost due to cracks or interactions with the de-
tector material before the TPC. The error on the tracking
efficiency was estimated from studies of the material [26] —
and of the TPC cracks. This uncertainty affects the exclusive
and inclusive analyses in a different way. Conservatively 6%
(3%) systematic error was assigned to the exclusive (inclu-
sive) analysis.

Lepton identification was studied on a sample of events
with high lepton purity, namely electrons from photon con-
version and from radiative Bhabha events, and muons from

by removing it. The measured branching ratio changed

by 0.7% and 03% for the D’ — K*z— and D’ —
K*rm—x*7~ channels, respectively.
The requirement on the impact parameter of tracks with

- + -

respect to the B vertex in theD® — K*r— 77
channel was also varied from 100 to 4@@n and the
branching ratio recomputed in each case. A difference
of +1.9% was found.

To take into account the different resolutions, the mass
cuts applied in the simulation were adjusted in order to
provide the same relative efficiency as in the data. The
cuts were varied inside the statistical error of the fitted
width of the signal and errors o£3.4% and +3.7%

were found for thed® — K*7— andD’ — K*r—n*7m—
channels.

The effect of the selection on the impact parameter of
the pion from O~ decay was checked: 5% more events
were selected in the simulation than in the data. A 5%
correction was applied on the efficiency and an error of
+3% was estimated.

The statistical error on the overall efficiency due to the
finite size of the simulation sample was finally added.

The resulting systematic uncertainty on thé &lection

7 decays and fromyy — p*p~. Compared to the prediction was-+4.4%.

from the simulation, relative inefficiencies ofa®5-+ 0.03,

In addition, the effect of the B lifetime was studied by

0.945+ 0.017 and 1005+ 0.02 were found for electrons,
loose muons and standard muons, respectively.
The reconstruction efficiency depends on tHeeBergy

varying the distance cut in the same way as the lifetime. A
+0.7% error on the branching ratio was inferred and was
added to the B lifetime systematic computed previously

due to the vertex and momentum cuts. The systematic errofsee first line of Table 3).
due to the uncertainty on the average fractienxg >, The results of sections 6 and 7 were used to determine
of the beam energy carried by B hadrons from Z decayshe uncertainty on the total amount of physics background.
was evaluated assuming the zz > value measured by The effect of the uncertainty on the*Damount was esti-
DELPHI, < zg >=0.702+ 0.009 [28]. mated by varying the measured value inside the error. The
The efficiency of the kinematical cuts was computed in corresponding systematic error w&40.6% on the branch-
the simulation. In principle this introduces a model depen-ing ratio and+5.3% on|V¢yp| .
dence. The effect has already been studied by the CLEO col- The effect of the uncertainty on the other sources of
laboration, which adopted more severe cuts. They comparephysics background was obtained by varying in the simula-
events simulated with four different decay models [9] andtion their branching fractions inside the measurement errors
observed a spread of2P6 for the values of the efficiency. (see sections 6 and 7). Furthermore the results were com-
In the present analysis the systematic error was computegduted assuming a flaf? distribution for the physics back-
by iteration. The simulated spectrum was corrected to theround. The total variation was2.4% on the branching
experimental values and the dependence of the efficiency oratio and+1.9% on|Vy| .
q? computed again. Then the analysis was repeated with the For the |V measurement only reconstructed events
new efficiency correction. After the first iteration the values with ¢? inside the physical limits were used: (94+ 2.5)%
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Table 3. Systematic uncertainties oBr(B® — D*~£*v) , [V¢p| and a? for the inclusive and
exclusive analyses. Uncorrelated errors are flaggec:by (

ABr/Br (D) % AVe| /|Ven| % Ad?

incl. excl. incl. excl. incl. excl.
7(B%) — +07 +1.6 +£2.0 — +001
Ry +0.8 +0.8 +0.4 +0.4 — —
Br(b— B?) +55 +55 +27 427 — —
Br(D*~—D% ) 420 +21 +1.0 410 — —
Br(D%— K(3)r) — 456 — 428 — —
Tracking efficiency +3.0 46.0 +15 +3.0 — —
Lepton identification +20 +£20 +1.0 =410 — —
<zg > +18 £1.2 +0.9 0.6 — —
Model dependence +1.0 +£1.0 +1.0 =410 — —
b-tagging(®) +3.7 — +19 — — —
D*~ selection +25 +44 +13 422 — —
Combinatorial backgroung? 20, — +11 — +006  —
D** fraction +8.2 +106 +41 453 — + 0.03
Other B decays and fake leptons+1.4 +2.4 +0.8 +1.9 — + 0.04
Fit systematic and resolutidff) — — 432 +15 oL +0.09
Total 121 4157 +7.1 484 +0.18 + 0.10

—13.1 —0.16

Table 4. Relative systematic uncertainties (%) on the efficiencies for the two channels
considered in the exclusive analysis

Channel Distance  Impact par. Massnt* M-C stat.  Total
D% — K*r— 0.7 — 34 3. 17 4.9
D’ = K*r—r*tr— 03 1.9 37 3. 26 5.8
Total 0.4 0.9 2.5 3. 1.6 4.4

of events were selected in the data, in good agreement withould in principle be different for different final states from
the (931 + 0.3)% found in the simulation. No uncertainty the I decay, as different criteria to select charged and neu-
was taken into account for this selection. tral particles were employed. The efficiency was therefore
The parameters of the resolution function used in the fittcomputed in the simulation as a function of the fraction of
were varied by a factor 2. The resultingl.5% and+15%  charged particles selected. No dependence was observed and
variations observed oV | anda? were considered as sys- no systematic error was assigned. The average fractions of
tematic errors. charged particles were®84+0.001 and 0680+0.003 in the
simulation and in the data respectively. A total systematic
error of £2.5% on the efficiency of the Dreconstruction
9.2 Inclusive analysis was obtained by summing the three contributions found.
The effect of the combinatorial background was eval-
The efficiency of the b-tagging algorithm employed in the in- uated in the data using side bands and events with wrong
clusive analysis was measured using a higiepton sample ~ charge correlation. The simulation was used to compute the
with a method similar to that described in [24]. The frac- combinatorial background. The samples were normalised us-
tions of b-tagged events were compared with the fractionng events in the side band region defined by<02M <0.4
of events with a highp%. lepton in data and simulation. A GeV/c?. The statistical error on the normalisation factor was
correction factor of ®38+0.035 to the efficiency predicted +2% and was considered as a contribution to the system-
by the simulation was found. The error on this factor wasatic error. In addition a shift of- 1 MeV/c? was applied to
translated into a corresponding uncertainty on the b-tagginghe AM distribution of the simulated background events to
efficiency @3.7%) and hence on the branching ratio. match the data in the wrong charge correlation. To account
The efficiency of the D reconstruction was checked by for a possible systematic error due to the lack of knowledge
varying the cuts. Removing the cuts on thé Mass and Of the shape of the combinatorial background, the measure-
energy changed the measured branching ratio.B§0The = ment was repeated with and without a corresponding shift of
AM requirement was varied between 0.15 and 0.20: thel MeV/c? of the simulated background distribution for the
resulting variation was 2%. The®D mass and energy in right charge correlated events. The difference between the
the simulation were shifted by 0.1 Ge¥/and 0.5 GeV/¢  results was taken as a contribution to the systematic error
respectively to match the data. The analysis was repeate@nd added to the statistical uncertainty on the normalization
without that tuning and the variation wass%. The M, cut  factor. The result was considered as the total systematic error
was either removed or tightened (toZ2M 0.5 GeVF/c*):  due to the combinatorial background subtraction procedure.
the effect was negligible and no systematic error was con- The results of sections 6 and 7 were used to determine
sidered. The B reconstruction efficiency in this analysis the uncertainty on the total amount of physics background.
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The corresponding variations on the branching ratio and ori1 Conclusion
|Vcp| were included in the systematic error.

Errors due to the parameterisation of the resolution func-A search for events containing in the same hemisphere an
tion and to the details of the fit procedure affect only the exclusively reconstructed D ¢* pair and a secondary pion
values of|V | anda?. They were estimated by varying the of charge opposite to the*Dwas performed using the data
bin size and the values of the parameters within the rangesample collected by the DELPHI detector in 1994. The ratio:

allowed by the simulation. The effect dW,| was +3.0%.

To test that the resolution function was correctly described

by the simulation, the fit was performed either including or

excluding events which, due to the finite resolution, lay at

¢*> < 0 GeV?/c*. About 30% of events were removed in this

way. The fit was then computed by removing events with

¢> > 9 Ge\?/c*. The total variation onV,| was +1.2%.

Br(B — D* (*'vX)
Br(B — D*¢*vX) + Br(B° — D*—(*v)
= 0.194 0.10(stat)+ 0.06(syst)

was measured.
The ¢? distributions of samples of exclusively and in-
clusively reconstructed T were studied. From fits to these

By summing the two last sources of uncertainty a total sys-jstributions, the product d¥ | times the normalization of

tematic error 0f+3.2% was obtained.

10 Combined result
The Br(B°— D*~¢*v) branching fractions measured in the
exclusive and inclusive analysis were respectively:

Br(B°— D*~(*v) = (4.91 + 0.45(stat)+ 0.77(syst))%

Br(B°— D*~¢*v) = (5.654 0.17(stat}%%8, (syst))%

From the fit to the measuregf spectrum the following re-
sults were obtained for the exclusive analysis:

F(¢?,42)Veb| = (34.2 + 3.4(stat)+ 2.9(syst)) - 1073
a® = 0.77 + 0.26(stat)+ 0.10(syst),

and for the inclusive analysis:

F(q2,0:)Veo| = (35.9 & 2.2(stat)+ 2.5(syst)) - 1073
a? = 0.74 4 0.20(stat)% & (syst)

In combining the results from the two samples the cor-

the form factorF(¢2,,,,) was extracted:
F(¢%maz)Veb| = (35.4 & 1.9(stat)+ 2.4(syst)) - 1073

Using the valueF(¢?,,4.) = 0.914 0.04 [7] gave the fol-
lowing value for|Vp|:

[Vep| = (389 + 2.0(stat)+ 2.6(syst)+ 1.7(theory)) - 1073 .

The total branching fractioBr(B® — D*~¢*v) was deter-
mined to be

Br(B® — D*~¢*v) = (5.52+ 0.17(stat)+ 0.68(syst))%.

These results are consistent with the most precise pre-
vious measurements [9, 11] and are of comparable preci-
sion. The use of both inclusive and exclusive methods of
D* reconstruction has resulted in the smallest statistical er-
ror on F(¢?maz)|Ven| and on the branching ratiBr(B° —
D*~(*v).
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