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#### Abstract

The multiplicity distributions of charged particles in restricted rapidity intervals in $Z^{0}$ hadronic decays measured by the DELPHI detector are presented. The data reveal a shoulder structure, best visible for intervals of intermediate size, i.e. for rapidity limits around $\pm 1.5$. The whole set of distributions including the shoulder structure is reproduced by the Lund Parton Shower model. The structure is found to be due to important contributions from 3- and 4 -jet events with a hard gluon jet. A different model, based on the concept of independently produced groups of particles, "clans", fluctuating both in number per event and particle content per clan, has also been used to analyse the present data. The results show that for each interval of rapidity the average number of clans per event is approximately the same as at lower energies.


## 1 Introduction

In a recent paper [1] we presented an analysis of the multiplicity distribution of charged particles produced in $Z^{0}$ hadronic decays in the DELPHI detector at CERN.

To learn more about the mechanisms of multiparticle production we extend here this study and report on properties of the charged particle multiplicity distributions in restricted intervals of rapidity. The data are compared with the predictions of the Lund Parton Shower model (Monte Carlo program JETSET version 6.3) [2,3]. The comparisons were made after transforming the model predictions for the number of charged particles to the corresponding predictions for the number of tracks expected in the DELPHI detector. The second model studied, which is based on the negative binomial distribution, was treated similarly. In this case the two free parameters of the model were adjusted to fit the data. One interpretation of this distribution [4-6] is based on the concept of independently produced groups of particles, "clans", fluctuating in number per event with a group membership fluctuating such that the resulting charged particle distribution is a negative binomial distribution.

In Sect. 2 the event sample, the selection criteria and correction procedures are described. Experimental results on multiplicity distributions are presented in Sect. 3, while a summary of the main conclusions is given in Sect. 4.

## 2 Selection and treatment of data

This study is based on 94439 hadronic events with $n_{\text {ch }} \geqq 5$ obtained in 1989-1990 with the DELPHI detector at the LEP collider at energies near the $Z^{0}$-resonance. The DELPHI detector has been described in detail elsewhere [7]. The measurements presented here are based on the charged particles detected by the Time Projection Chamber (TPC). For event selection, we apply the same cuts as in the DELPHI-study [1] on charged particle multiplicity distribution. The most important of these cuts are: tracks were kept only if they extrapolated back to the
nominal crossing point within $\Delta r<5 \mathrm{~cm}$ and $\Delta z<10 \mathrm{~cm}$, if their momentum was greater $0.1 \mathrm{GeV} / \mathrm{c}$, if the measured track length was above 50 cm and if the polar angle was between $25^{\circ}$ and $155^{\circ}$. Events were kept only if the energy of charged particles (assumed to have pion mass) in each of the two hemispheres with respect to the beam axis exceeded 3 GeV , if the total energy of charged particles exceeded 15 GeV , if there were at least 5 charged particles with momenta above $0.2 \mathrm{GeV} / \mathrm{c}$ and if the polar angle of the sphericity axis was in the range $40^{\circ}<\theta<140^{\circ}$. The resulting data sample comprised 63434 events. The possible contaminations from events due to beam-gas scattering, $\gamma \gamma$ interactions and $\tau^{+} \tau^{-}$ events, were reduced to a negligible level ( $<0.1 \%$, $<0.1 \%$ and $<0.15 \%$, respectively) by the imposed cuts.

The correction procedure and the treatment of systematic uncertainties were the same as those used earlier [1]. The acceptance matrix of the detector, including the imposed cuts, was determined from a full detector simulation of 54000 events generated according to the Lund Parton Shower (PS) model (Monte Carlo program JETSET version 6.3) [2,3]. The treatment of the simulated tracks was done in the same way as the real data. Let $N_{\text {obs }}(m)$ be the number of accepted events with $m$ tracks when the corresponding number of produced events, $N_{\text {tr }}(n)$, had $n$ charged particles. Any complete loss of events due to inefficiencies has to be treated separately, i.e. the $N_{\mathrm{tr}}(n)$ here is in fact the product of the acceptance efficiency and the total number of produced events. The acceptance matrix is then given by $M(m, n)=N_{\text {obs }}(m) /$ $N_{\mathrm{tr}}(n)$. For fixed $n$ the matrix elements are in practice non-zero only for a limited interval in $m$, the size of which depends on $n$. For fixed $n$ it holds that $\sum_{m} M(m, n)=1$, implying that the matrix element is the probability that an accepted event with $n$ produced charged particles appears as an event with $m$ tracks. This matrix is independent of the shape of the multiplicity distribution produced by the model and can be used for any other multiplicity distribution, provided the kinematics of produced charged particles do not differ widely from the kinematics of the Lund PS model.

Using normalized probability distributions for produced charged particles $P_{\mathrm{tr}}(n)$ and for accepted events $P_{\text {obs }}(m)$ the relation between them is
$P_{\text {obs }}(m)=\sum_{n} M(m, n) \cdot P_{\text {tr }}(n)$.
Obviously $f(n, m)=M(m, n) \cdot P_{\text {tr }}(n) / P_{\text {obs }}(m)$ is the fraction of the population in bin $m$ which came from bin $n$. By construction one may recover the true $P_{\mathrm{tr}}(n)$ distribution by the operation
$P_{\mathrm{tr}}(n)=\sum_{m} f(n, m) \cdot P_{\mathrm{obs}}(m)$.
The basic assumption made is that the same fraction holds also for the case when the true distribution in produced charged particles $T(n)$ is to be recovered from an experimentally observed multiplicity distribution of tracks, $O(m)$. Thus the assumption leads to
$T(n)=\sum_{m} M^{T}(n, m) \cdot\left(P_{\mathrm{tr}}(n) / P_{\mathrm{obs}}(m)\right) \cdot O(m)$,
or
$T(n) / P_{\mathrm{tr}}(n)=\sum_{m} M^{T}(n, m) \cdot O(m) / P_{\mathrm{obs}}(m)$,
where $M^{T}$ is the transpose of the matrix $M$. One may write the two basic relations, (1) and (3), in matrix notation as follows
$P_{\mathrm{obs}}=M \cdot P_{\mathrm{tr}}$,
and
$\tau=M^{T} \cdot \omega$,
where the vector of ratios $\tau(n)=T(n) / P_{\mathrm{tr}}(n)$ and $\omega(m)=O(m) / P_{\text {obs }}(m)$ have been introduced. If the model predictions are equal to the observed data the solution according to (3) will be equal to the model. If the model predictions are close to the data, the corrections will not be large. Since it is advantageous to have only small corrections, one should prefer to base the recovery of the true distribution on a good model. The amount of agreement between the model and the data is measured by calculating the $\chi^{2}$ between $O(m)$ and $P_{\text {obs }}(m)$, both normalised to the actual sample size and also by observing the sign-changes in the set of differences. It should be remarked that the matrix $M$ had to be found for each rapidity interval under study.

## 3 Experimental results

The multiplicity distributions are given in Table 1 for different rapidity intervals (rapidity was calculated with respect to the thrust axis assuming pion mass for all particles). The Table contains data with particles emitted in central rapidity intervals as well as the subset of particles emitted in a single hemisphere, defined by the plane perpendicular to the thrust axis. In the latter case the rapidity intervals were extended to $|y|<5.0$, whereas in the first case it is restricted to $|y|<2.0$ in order to avoid oddeven effects due to charge conservation, visible at the larger rapidity intervals. Charge conservation restricts the multiplicities to even values only for the case of the full phase space.

The quoted errors here and elsewhere are calculated from the statistical errors and from the correction procedure as described in [1]. It should be pointed out that the errors given in Table 1 are strongly correlated for nearby bins due to the method of correction. The multiplicity distributions are also presented in Fig. 1 and, in the KNO-form [8] $(\psi(z)=\langle n\rangle P(n)$ versus $z=n /\langle n\rangle)$, in Fig. 2. Except for the distribution of charged particles in full phase space, odd and even topologies are plotted consecutively. For clarity, each successive distribution in Figs. 1 and 2 is lowered by a factor of ten.

From Fig. 1 it is seen that the multiplicity distribution becomes narrower as the rapidity interval is reduced. On the contrary, the distribution in KNO -form (Fig. 2) wid-

Table 1a-h. Corrected charged particle multiplicity distributions $P(n) \times 10^{3}$ in central rapidity ( $y$ ) intervals and in a single hemisphere. The errors in nearby bins are strongly correlated

| $n$ | a) $\|y\|<0.5$ |  | b) $\|y\|<1.0$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | both hem. | sing. hem. | both hem. | sing. hem. |
| 0 | $116 \pm 5$ | $301 \pm 12$ | $20 \pm 1$ | $116 \pm 5$ |
| 1 | $192 \pm 8$ | $299 \pm 12$ | $56 \pm 2$ | $193 \pm 8$ |
| 2 | $198 \pm 8$ | $191 \pm 8$ | $93 \pm 4$ | $195 \pm 8$ |
| 3 | $158 \pm 7$ | $101 \pm 4$ | $116 \pm 5$ | $155 \pm 6$ |
| 4 | $108 \pm 5$ | $51 \pm 2$ | $121 \pm 5$ | $108 \pm 5$ |
| 5 | $73 \pm 3$ | $26 \pm 1$ | $111 \pm 5$ | $73 \pm 3$ |
| 6 | $50 \pm 2$ | $14.5 \pm 0.7$ | $93 \pm 4$ | $47 \pm 2$ |
| 7 | $34 \pm 2$ | $7.9 \pm 0.5$ | $77 \pm 3$ | $33 \pm 2$ |
| 8 | $23 \pm 1$ | $4.2 \pm 0.3$ | $62 \pm 3$ | $22 \pm 1$ |
| 9 | $15.9 \pm 0.8$ | $2.3 \pm 0.2$ | $51 \pm 2$ | $15.3 \pm 0.8$ |
| 10 | $11.2 \pm 0.6$ | $1.0 \pm 0.1$ | $40 \pm 2$ | $11.8 \pm 0.6$ |
| 11 | $7.2 \pm 0.4$ | $0.56 \pm 0.09$ | $32 \pm 1$ | $8.7 \pm 0.5$ |
| 12 | $4.6 \pm 0.3$ | $0.25 \pm 0.06$ | $26 \pm 1$ | $6.3 \pm 0.4$ |
| 13 | $3.3 \pm 0.3$ | $0.16 \pm 0.05$ | $22 \pm 1$ | $4.6 \pm 0.3$ |
| 14 | $2.0 \pm 0.2$ | $0.05 \pm 0.03$ | $15.7 \pm 0.8$ | $3.3 \pm 0.3$ |
| 15 | $1.2 \pm 0.1$ | $0.04 \pm 0.02$ | $13.9 \pm 0.7$ | $2.2 \pm 0.2$ |
| 16 | $0.9 \pm 0.1$ |  | $9.7 \pm 0.5$ | $2.1 \pm 0.2$ |
| 17 | $0.57 \pm 0.09$ |  | $9.0 \pm 0.5$ | $1.3 \pm 0.2$ |
| 18 | $0.36 \pm 0.07$ |  | $7.3 \pm 0.4$ | $1.0 \pm 0.1$ |
| 19 | $0.19 \pm 0.05$ |  | $5.8 \pm 0.4$ | $0.54 \pm 0.09$ |
| 20 | $0.05 \pm 0.03$ |  | $4.6 \pm 0.3$ | $0.43 \pm 0.08$ |
| 21 | $0.03 \pm 0.02$ |  | $4.1 \pm 0.3$ | $0.28 \pm 0.06$ |
| 22 |  |  | $2.9 \pm 0.2$ | $0.22 \pm 0.06$ |
| 23 |  |  | $2.1 \pm 0.2$ | $0.10 \pm 0.04$ |
| 24 |  |  | $1.9 \pm 0.2$ | $0.03 \pm 0.02$ |
| 25 |  |  | $1.2 \pm 0.1$ | $0.02 \pm 0.02$ |
| 26 |  |  | $0.9 \pm 0.1$ | $0.05 \pm 0.03$ |
| 27 |  |  | $0.7 \pm 0.1$ | $0.03 \pm 0.02$ |
| 28 |  |  | $0.56 \pm 0.09$ | $0.02 \pm 0.02$ |
| 29 |  |  | $0.43 \pm 0.08$ |  |
| 30 |  |  | $0.17 \pm 0.05$ |  |
| 31 |  |  | $0.4 \pm 0.2$ |  |
| 32 |  |  | $0.16 \pm 0.05$ |  |
| 33 |  |  | $0.11 \pm 0.04$ |  |
| 34 |  |  | $0.08 \pm 0.03$ |  |
| 35 |  |  | $0.04 \pm 0.02$ |  |

Table 1 (continued)

| $n$ | c) $\|y\|<1.5$ |  |  |  | d) $\|y\|<2.0$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | both hem. |  | sing. hem. |  | both hem. |  | sing. hem. |  |
| 0 | 4.1 | $\pm 0.3$ | 49 | $\pm 2$ | 0.9 | $\pm 0.1$ | 21 | $\pm 1$ |
| 1 | 13.7 | $\pm 0.7$ | 106 | $\pm 4$ | 3.7 | $\pm 0.3$ | 56 | $\pm 2$ |
| 2 | 32 | $\pm 1$ | 146 | $\pm 6$ | 9.3 | $\pm 0.5$ | 95 | $\pm 4$ |
| 3 | 51 | $\pm 2$ | 149 | $\pm 6$ | 18.6 | $\pm 0.9$ | 117 | $\pm 5$ |
| 4 | 70 | $\pm 3$ | 130 | $\pm 5$ | 31 | $\pm 1$ | 120 | $\pm 5$ |
| 5 | 84 | $\pm 4$ | 100 | $\pm 4$ | 44 | $\pm 2$ | 110 | $\pm 5$ |
| 6 | 88 | $\pm 4$ | 76 | $\pm 3$ | 56 | $\pm 2$ | 92 | $\pm 4$ |
| 7 | 86 | $\pm 4$ | 56 | $\pm 2$ | 66 | $\pm 3$ | 75 | $\pm 3$ |
| 8 | 80 | $\pm 3$ | 41 | $\pm 2$ | 68 | $\pm 3$ | 59 | $\pm 3$ |
| 9 | 72 | $\pm 3$ | 30 | $\pm 1$ | 69 | $\pm 3$ | 47 | $\pm 2$ |
| 10 | 61 | $\pm 3$ | 24 | $\pm 1$ | 67 | $\pm 3$ | 37 | $\pm 2$ |
| 11 | 52 | $\pm 2$ | 18.2 | $\pm 0.9$ | 63 | $\pm 3$ | 30 | $\pm 1$ |
| 12 | 45 | $\pm 2$ | 15.2 | $\pm 0.8$ | 57 | $\pm 3$ | 25 | $\pm 1$ |
| 13 | 38 | $\pm 2$ | 12.0 | $\pm 0.6$ | 52 | $\pm 2$ | 22 | $\pm 1$ |
| 14 | 33 | $\pm 2$ | 10.9 | $\pm 0.6$ | 46 | $\pm 2$ | 19.3 | $\pm 0.9$ |
| 15 | 29 | $\pm 1$ | 8.3 | $\pm 0.5$ | 43 | $\pm 2$ | 16.3 | $\pm 0.8$ |
| 16 | 24 | $\pm 1$ | 6.8 | $\pm 0.4$ | 38 | $\pm 2$ | 13.5 | $\pm 0.7$ |
| 17 | 21 | $\pm 1$ | 5.6 | $\pm 0.4$ | 35 | $\pm 2$ | 11.1 | $\pm 0.6$ |

Table 1 (continued)

| $n$ | c) $\|y\|<1.5$ |  | d) $\|y\|<2.0$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | both hem. | sing. <br> hem. | both hem. | sing. hem. |
| 18 | $18.6 \pm 0.9$ | $4.0 \pm 0.3$ | $30 \pm 1$ | $8.5 \pm 0.5$ |
| 19 | $16.3 \pm 0.8$ | $3.4 \pm 0.3$ | $28 \pm 1$ | $6.8 \pm 0.4$ |
| 20 | $13.6 \pm 0.7$ | $2.6 \pm 0.2$ | $25 \pm 1$ | $5.1 \pm 0.3$ |
| 21 | $11.9 \pm 0.6$ | $1.9 \pm 0.2$ | $22 \pm 1$ | $4.2 \pm 0.3$ |
| 22 | $9.8 \pm 0.5$ | $1.4 \pm 0.2$ | $20 \pm 1$ | $3.0 \pm 0.2$ |
| 23 | $8.7 \pm 0.5$ | $1.0 \pm 0.1$ | $18.3 \pm 0.9$ | $2.1 \pm 0.2$ |
| 24 | $7.2 \pm 0.4$ | $0.6 \pm 0.1$ | $15.0 \pm 0.8$ | $1.5 \pm 0.2$ |
| 25 | $5.6 \pm 0.4$ | $0.47 \pm 0.08$ | $12.6 \pm 0.7$ | $1.0 \pm \begin{aligned} & \text { 1 }\end{aligned}$ |
| 26 | $5.1 \pm 0.3$ | $0.21 \pm 0.06$ | $10.7 \pm 0.6$ | $0.7 \pm 0.1$ |
| 27 | $4.2 \pm 0.3$ | $0.14 \pm 0.04$ | $9.2 \pm 0.5$ | $0.45 \pm 0.08$ |
| 28 | $3.5 \pm 0.3$ | $0.06 \pm 0.03$ | $8.2 \pm 0.5$ | $0.30 \pm 0.07$ |
| 29 | $2.7 \pm 0.2$ | $0.05 \pm 0.03$ | $7.2 \pm 0.4$ | $0.09 \pm 0.04$ |
| 30 | $2.6 \pm 0.2$ | $0.07 \pm 0.03$ | $5.5 \pm 0.4$ | $0.08 \pm 0.04$ |
| 31 | $1.8 \pm 0.2$ | $0.03 \pm 0.02$ | $4.7 \pm 0.3$ | $0.07 \pm 0.03$ |
| 32 | $1.1 \pm 0.1$ | $0.008 \pm 0.008$ | $4.0 \pm 0.3$ | $0.04 \pm 0.02$ |
| 33 | $1.1 \pm 0.1$ |  | $3.4 \pm 0.3$ | $0.008 \pm 0.008$ |
| 34 | $1.0 \pm 0.1$ |  | $2.5 \pm 0.2$ |  |
| 35 | $0.45 \pm 0.08$ |  | $2.2 \pm 0.2$ |  |
| 36 | $0.8 \pm 0.3$ |  | $1.3 \pm 0.1$ |  |
| 37 | $0.32 \pm 0.07$ |  | $1.3 \pm 0.2$ |  |
| 38 | $0.2 \pm 0.1$ |  | $1.1 \pm 0.1$ |  |
| 39 | $0.12 \pm 0.07$ |  | $0.8 \pm 0.1$ |  |
| 40 | $0.25 \pm 0.06$ |  | $0.7 \pm 0.1$ |  |
| 41 | $0.08 \pm 0.03$ |  | $0.37 \pm 0.07$ |  |
| 42 | $0.02 \pm 0.02$ |  | $0.28 \pm 0.06$ |  |
| 43 | $0.08 \pm 0.03$ |  | $0.23 \pm 0.06$ |  |
| 44 | $0.06 \pm 0.03$ |  | $0.15 \pm 0.05$ |  |
| 45 |  |  | $0.11 \pm 0.04$ |  |
| 46 |  |  | $0.13 \pm 0.04$ |  |
| 47 |  |  | $0.11 \pm 0.04$ |  |
| 48 |  |  | $0.02 \pm 0.02$ |  |

Table 1 (continued)

| $n$ | e) $\|y\|<3.0$ sing. hem. | f) $\|y\|<4.0$ sing. hem. | g) $\|y\|<50$ sing. hem. |
| :---: | :---: | :---: | :---: |
| 0 | $3.2 \pm 0.3$ | $0.7 \pm 0.1$ | $0.31 \pm 0.07$ |
| 1 | $11.0 \pm 0.6$ | $2.8 \pm 0.2$ | $1.3 \pm 0.1$ |
| 2 | $29 \pm 1$ | $8.3 \pm 0.5$ | $5.0 \pm 0.3$ |
| 3 | $48 \pm 2$ | $18.6 \pm 0.9$ | $12.9 \pm 0.7$ |
| 4 | $70 \pm 3$ | $36 \pm 2$ | $27 \pm 1$ |
| 5 | $84 \pm 4$ | $54 \pm 2$ | $46 \pm 2$ |
| 6 | $91 \pm 4$ | $73 \pm 3$ | $71 \pm 3$ |
| 7 | $90 \pm 4$ | $87 \pm 4$ | $85 \pm 4$ |
| 8 | $86 \pm 4$ | $96 \pm 4$ | $100 \pm 4$ |
| 9 | $77 \pm 3$ | $95 \pm 4$ | $100 \pm 4$ |
| 10 | $71 \pm 3$ | $92 \pm 4$ | $98 \pm 4$ |
| 11 | $61 \pm 3$ | $83 \pm 4$ | $88 \pm 4$ |
| 12 | $54 \pm 2$ | $74 \pm 3$ | $78 \pm 3$ |
| 13 | $46 \pm 2$ | $62 \pm 3$ | $66 \pm 3$ |
| 14 | $39 \pm 2$ | $51 \pm 2$ | $53 \pm 2$ |
| 15 | $32 \pm 1$ | $41 \pm 2$ | $42 \pm 2$ |
| 16 | $26 \pm 1$ | $32 \pm 2$ | $33 \pm 2$ |
| 17 | $21 \pm 1$ | $25 \pm 1$ | $26 \pm 1$ |
| 18 | $16.4 \pm 0.8$ | $19.0 \pm 0.9$ | $19.2 \pm 0.9$ |
| 19 | $12.5 \pm 0.7$ | $13.9 \pm 0.7$ | $14.1 \pm 0.7$ |
| 20 | $9.4 \pm 0.5$ | $10.6 \pm 0.6$ | $10.6 \pm 0.6$ |
| 21 | $7.1 \pm 0.4$ | $7.7 \pm 0.5$ | $7.8 \pm 0.5$ |
| 22 | $5.3 \pm 0.3$ | $5.7 \pm 0.4$ | $5.7 \pm 0.4$ |
| 23 | $3.5 \pm 0.3$ | $3.8 \pm 0.3$ | $3.8 \pm 0.3$ |
| 24 | $2.9 \pm 0.2$ | $3.0 \pm 0.2$ | $3.1 \pm 0.2$ |
| 25 | $1.6 \pm 0.2$ | $1.8 \pm 0.2$ | $1.8 \pm 0.2$ |

Table 1 (continued)

| $n$ | e) $\|y\|<3.0$ <br> sing. hem. | f) $\|y\|<4.0$ <br> sing. hem. | g) $\|y\|<50$ <br> sing. hem. |
| :--- | :---: | :---: | :---: |
| 26 | $1.0 \pm 0.1$ | $1.1 \pm 0.1$ | $1.1 \pm 0.1$ |
| 27 | $0.8 \pm 0.1$ | $0.9 \pm 0.1$ | $0.9 \pm 0.1$ |
| 28 | $0.50 \pm 0.09$ | $0.52 \pm 0.09$ | $0.52 \pm 0.09$ |
| 29 | $0.24 \pm 0.06$ | $0.27 \pm 0.06$ | $0.27 \pm 0.06$ |
| 30 | $0.22 \pm 0.06$ | $0.20 \pm 0.05$ | $0.20 \pm 0.05$ |
| 31 | $0.10 \pm 0.04$ | $0.11 \pm 0.04$ | $0.11 \pm 0.04$ |
| 32 | $0.06 \pm 0.03$ | $0.06 \pm 0.03$ | $0.06 \pm 0.03$ |
| 33 | $0.02 \pm 0.02$ | $0.02 \pm 0.02$ | $0.02 \pm 0.02$ |
| 34 | $0.02 \pm 0.02$ | $0.02 \pm 0.02$ | $0.02 \pm 0.02$ |

Table 1 (continued)

| $n$ | both hem. | $n$ | sing. hem. |
| :---: | :---: | :---: | :---: |
| 0 |  | 0 | $0.19 \pm 0.05$ |
| 2 |  | 1 | $1.2 \pm 0.1$ |
| 4 | $0.18 \pm 0.05$ | 2 | $4.6 \pm 0.3$ |
| 6 | $1.4 \pm 0.2$ | 3 | $12.2 \pm 0.6$ |
| 8 | $6.6 \pm 0.4$ | 4 | $27 \pm 1$ |
| 10 | $22 \pm 1$ | 5 | $46 \pm 2$ |
| 12 | $48 \pm 2$ | 7 | $71 \pm 3$ |
| 14 | $81 \pm 3$ | 7 | $85 \pm 4$ |
| 16 | $110 \pm 5$ | 8 | $100 \pm 4$ |
| 18 | $127 \pm 5$ | 9 | $100 \pm 4$ |
| 20 | $130 \pm 5$ | 10 | $99 \pm 4$ |
| 22 | $119 \pm 5$ | 11 | $88 \pm 4$ |
| 24 | $100 \pm 4$ | 12 | $78 \pm 3$ |
| 26 | $78 \pm 3$ | 13 | $66 \pm 3$ |
| 28 | $60 \pm 3$ | 14 | $53 \pm 2$ |
| 30 | $41 \pm 2$ | 15 | $42 \pm 2$ |
| 32 | $29 \pm 1$ | 16 | $33 \pm 2$ |
| 34 | $18.5 \pm 0.9$ | 17 | $26 \pm 1$ |
| 36 | $12.4 \pm 0.7$ | 18 | $19.2 \pm 0.9$ |
| 38 | $7.7 \pm 0.5$ | 19 | $14.1 \pm 0.7$ |
| 40 | $4.3 \pm 0.3$ | 20 | $10.6 \pm 0.6$ |
| 42 | $2.3 \pm 0.2$ | 21 | $7.8 \pm 0.5$ |
| 44 | $1.3 \pm 0.2$ | 22 | $5.7 \pm 0.4$ |
| 46 | $0.8 \pm 0.1$ | 23 | $3.8 \pm 0.3$ |
| 48 | $0.26 \pm 0.06$ | 24 | $3.1 \pm 0.2$ |
| 50 | $0.26 \pm 0.07$ | 25 | $1.8 \pm 0.2$ |
| 52 | $0.10 \pm 0.04$ | 26 | $1.1 \pm 0.1$ |
|  |  | 27 | $0.9 \pm 0.1$ |
|  |  | 28 | $0.52 \pm 0.09$ |
|  |  | 29 | $0.27 \pm 0.06$ |
|  |  | 30 | $0.20 \pm 0.05$ |
|  |  | 31 | $0.11 \pm 0.04$ |
|  |  | 32 | $0.06 \pm 0.03$ |
|  |  | 33 | $0.02 \pm 0.02$ |
|  |  | 34 | $0.02 \pm 0.02$ |

ens under the same imposed cuts in rapidity. In Table 2 the average multiplicity $\langle n\rangle$, the dispersion $D$, defined by $D^{2}=\left\langle n^{2}\right\rangle-\langle n\rangle^{2}$, and the moments $C_{q}=\left\langle n^{q}\right\rangle /\langle n\rangle^{q}$ for $q=2$ to 5 are presented. All moments $C_{q}$ increase with decreasing size of the rapidity interval, reflecting the widening of the KNO multiplicity distribution.

The predictions of the Lund Parton Shower model are plotted together with the corrected data in Fig. 1. However, the judgment of the amount of agreement or disa-


Fig. 1 a, b. Corrected charged particle multiplicity distributions $P(n) \mathbf{a}$ in central rapidity intervals and $\mathbf{b}$ in a single hemisphere.


Each successive distribution is lowered by a factor of ten. The histograms show the Lund PS model predictions

Table 2a, b. Moments of charge particle multiplicity distributions in central rapidity intervals and in a single hemisphere.
a) Charged particles in central rapidity intervals

| $\|y\|$ | $\langle n\rangle$ | $D$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ |
| :---: | ---: | :--- | :--- | :--- | :--- | :--- |
| $<0.5$ | $3.1 \pm 0.1$ | $2.7 \pm 0.1$ | $1.74 \pm 0.07$ | $4.2 \pm 0.2$ | $12.6 \pm 0.6$ | 45 |
| $<1.0$ | $6.5 \pm 0.3$ | $4.6 \pm 0.2$ | $1.51 \pm 0.06$ | $3.1 \pm 0.1$ | $7.8 \pm 0.3$ | 23 |
| $<1.5$ | $9.9 \pm 0.4$ | $6.2 \pm 0.3$ | $1.39 \pm 0.06$ | $2.5 \pm 0.1$ | $5.3 \pm 0.2$ | $12.9 \pm 0.6$ |
| $<2.0$ | $13.1 \pm 0.5$ | $7.1 \pm 0.3$ | $1.29 \pm 0.05$ | $2.03 \pm 0.09$ | $3.7 \pm 0.2$ | $7.5 \pm 0.3$ |
| all | $20.8 \pm 0.8$ | $6.2 \pm 0.4$ | $1.09 \pm 0.03$ | $1.29 \pm 0.03$ | $1.63 \pm 0.04$ | $2.20 \pm 0.06$ |

b) Charged particles in a single hemisphere

| $\|y\|$ | $\langle n\rangle$ | $D$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ |  |
| :---: | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $<0.5$ | $1.54 \pm 0.06$ | $1.6 \pm 0.1$ | $2.14 \pm 0.09$ | $6.5 \pm 0.3$ | 26 | $\pm 1$ | 122 |
| $<1.0$ | $3.2 \pm 0.1$ | $2.9 \pm 0.1$ | $1.84 \pm 0.08$ | $5.0 \pm 0.2$ | 17.5 | $\pm 0.8$ | 75 |
| $<1.5$ | 4.9 | $\pm 0.2$ | $4.0 \pm 0.2$ | $1.67 \pm 0.07$ | $3.9 \pm 0.2$ | 11.5 | $\pm 0.5$ |
| $<2.0$ | 6.5 | $\pm 0.3$ | $4.7 \pm 0.2$ | $1.51 \pm 0.06$ | $3.0 \pm 0.1$ | $7.2 \pm 0.3$ | 39 |
| $<3.0$ | $9.2 \pm 0.4$ | $4.8 \pm 0.2$ | $1.28 \pm 0.05$ | $1.94 \pm 0.08$ | 3.4 | $\pm 0.2$ | $19.6 \pm 0.9$ |
| $<4.0$ | $10.2 \pm 0.4$ | $4.3 \pm 0.3$ | $1.18 \pm 0.04$ | $1.60 \pm 0.06$ | $2.4 \pm 0.1$ | $6.6 \pm 0.3$ |  |
| $<5.0$ | $10.4 \pm 0.5$ | $4.2 \pm 0.3$ | $1.16 \pm 0.03$ | $1.54 \pm 0.04$ | $2.29 \pm 0.06$ | $4.1 \pm 0.2$ |  |
| all | $10.4 \pm 0.5$ | $4.2 \pm 0.3$ | $1.16 \pm 0.03$ | $1.54 \pm 0.04$ | $2.28 \pm 0.06$ | $3.8 \pm 0.1$ |  |



Fig. 2. The same as in Fig. 1 but in KNO-form of $\psi(z)=\langle n\rangle P(n)$ versus $z=n /\langle n\rangle$. The solid curves represent the negative binomial distributions with parameters obtained from the data

Table 3a, $\mathbf{b}$. The values of $\chi^{2} / \mathrm{NDF}$ obtained from differences between the uncorrected multiplicity distributions and the predictions of the Lund PS model and from the predictions from fitted negative binomial distributions. The model distributions were transformed according to the matrix relation $P_{\text {PRED }}=M \cdot P_{\text {MOD }}$, see (1) or (4)
a) Charged particles in central rapidity intervals

| $\overline{\|y\|}$ | Lund PS | NBD |
| :---: | :--- | :---: |
| $<0.5$ | $55 / 20$ | $75 / 18$ |
| $<1.0$ | $67 / 32$ | $342 / 30$ |
| $<1.5$ | $81 / 42$ | $47 / 40$ |
| $<2.0$ | $68 / 46$ | $280 / 44$ |
| all | $81 / 43$ | $205 / 41$ |

b) Charged particles in a single hemisphere

| $\|y\|$ | Lund PS | NBD |
| :---: | :---: | :---: |
| $<0.5$ | $37 / 16$ | $39 / 14$ |
| $<1.0$ | $48 / 26$ | $287 / 24$ |
| $<1.5$ | $56 / 31$ | $530 / 29$ |
| $<2.0$ | $42 / 33$ | $472 / 31$ |
| $<3.0$ | $59 / 35$ | $143 / 33$ |
| $<4.0$ | $68 / 35$ | $45 / 33$ |
| $<5.0$ | $82 / 35$ | $151 / 33$ |
| all | $89 / 35$ | $174 / 33$ |

greement has been made between the transformed predictions for frequencies of track-multiplicities and the raw, uncorrected data. For the subset of particles in a single hemisphere the $\chi^{2}$-probabilities (see Table 3) are small and the number of sign-changes are too few to make the agreements good. For the case of full phase space both the $\chi^{2}$-values and the number of sign changes indicate rather poor agreement between the Lund PS predictions and the data. However, the origin of all the observed disagreements are found to be due to systematic differences in the high multiplicity tails of the various distributions, such that the frequencies of events in the model predictions fall below the data. Because of the large sample size such differences cause noticable contributions to the $\chi^{2}$.

The origin of these differences could be due to a failure of the model to produce sufficiently many high multiplicity events or due to a failure of the detector simulation by causing somewhat too large net losses when transforming the model data from the number of produced particles to the predicted number of tracks. If anything we would expect the simulation to cause too small losses. A detailed study of what would be needed to bring the
simulated model predictions into agreement with the data in the high multiplicity tail regions shows, that the present net losses are too large by about 0.5 particles per event, independent of whether the tail region is around 20,30 or 40 particles. Such an independence of the primary multiplicity indicates that the simulation program is not causing the discrepancies. Thus it seems unavoidable to conclude that the Lund PS model slightly underestimates the frequencies of high multiplicity events. The Lund PS model is, however, describing the measured, uncorrected data sufficiently well so that the recovery of the true distributions as given in Table 1 and Fig. 1 has been based on it. The negative binomial distributions (NBD), with the two parameters taken from the data, represent less good models as seen from the $\chi^{2}$-values in Table 3. However, when they are used as bases for the recovery of the true distributions the results are quite similar to the ones given in Table 1 and in Fig. 1.

An interesting feature of the data is a shoulder in the multiplicity distributions, best seen for intervals of rapidity $|y|<1.5$ and $|y|<2.0$ and most prominent for the case of single hemisphere data (Fig. 1b). This shoulder structure is present already in the raw, uncorrected data and is thus not an artifact created by the correction procedure. The Lund PS model predicts this shoulder structure rather well. In an attempt to understand this structure we resolved the data into multi-jet hadronic final states, using the jet finding algorithm originally introduced by the JADE collaboration [9] and recently applied by a number of other collaborations [10-12] for investigations of jet production rates at the $Z^{0}$-resonance. For each event the squares of the scaled invariant masses for each pair of charged particles $i$ and $j$,

$$
\begin{equation*}
Y_{i j}=2 E_{i} E_{j}\left(1-\cos \theta_{i j}\right) / E_{\mathrm{vis}}^{2}, \tag{6}
\end{equation*}
$$

are evaluated. Here $E_{i}, E_{j}$ are the energies and $\theta_{i j}$ the angle between the momentum vectors of the two particles, $E_{\text {vis }}$ is the total charged energy of the event (pion mass assumed). The particle pair with the lowest value of $Y_{i j}$ is selected and replaced by a pseudo-particle with four momentum $\left(p_{i}+p_{j}\right)$, hereby reducing the multiplicity by one. In successive steps the procedure is repeated until the values $Y_{i j}$ for all pairs of pseudo-particles or particles are larger than a given jet cut resolution $Y_{\text {cut }}$. The remaining pseudo-particles or particles are called jets. The choice of the lower limit for the scaled invariant mass has arbitrarily and conventionally been set at $Y_{\text {cut }}=0.04$.

With this jet definition and as an illustration, the multiplicity distribution for the rapidity interval $|y|<2$ has been resolved into components of 2-, 3- and 4-jet events as shown in Fig. 3a. The figure contains also the Lund PS model predictions obtained by using the same JADE jet finding algorithm and demonstrates rather good agreement between model and data, apart from a slight systematic underestimation of the high multiplicity tails and of the number of 4 -jet events. The main features seen from Fig. 3 a is that the multiplicity distribution is dominated by contributions from 2 -jet events at low multiplicities with a peak at $n \approx 10$, has a shoulder at $n \approx 20$ 25 due to 3 -jet event contributions and has a tail domi-
nated by 3- and 4 -jet events. In Fig. 3 b are given components due to $q \bar{q}-, q \bar{q} g$ - and $q \bar{q} g g$-events as predicted by the JETSET 7.2 Monte Carlo program [3] with parameters optimized for the center-of-mass energy of 91 GeV [13], containing the second order QCD Matrix Elements (ME) of Gutbrod-Kramer-Schierholz [14]. The Lund ME model also describes the experimental data apart from a slight underestimation of the high multiplicity tail of the distribution (as seen also for the Lund PS in Fig. 3a) and an underestimation of the data at small $n$ (not seen for the Lund PS in Fig. 3a). The contribution of $q \bar{q}$-events in the Lund ME model is rather small peaking at low multiplicities ( $n \approx 7$ ) and it practically vanishes at $n>20$. The $q \bar{q} g$-events give the most important contribution at the maximum of the experimental distribution at $n \approx 10$, while the $q \bar{q} g g$-events (and a small, $\approx 4.5 \%$, admixture of $q \bar{q} q \bar{q}$-events) dominate the distribution at $n \geqq 20$ and explain the shoulder structure.

The dominance of the multi-jet events at large multiplicities explains why the structure in multiplicity distributions is best seen in the central rapidity windows with $|y|<1.5,2$. Indeed, the multi-jet events are more "spherical" with respect to the thrust axis and therefore imposed cuts on rapidity reduce the multiplicities of multijet events much less than those of 2-jet events, thereby enhancing the difference between their respective average multiplicities. The differences between the multiplicity distributions of 2-, 3- and 4-jet events explain also why the shoulder structure is most prominent for the case of single hemisphere data.

In the multiplicity distribution for $\bar{p} p$-collisions at 900 GeV c.m. energy the UA 5 collboration [15] observed a narrow peak and a shoulder-like structure. This peculiar shape was reported to depend on the size of the pseudorapidity interval, being most pronounced for large and disappear for small intervals. This is different from what we here observe in $e^{+} e^{-}$collisions.

The UA 5 collaboration has also observed that the NBD, which was successfully fitted to the charged multiplicity distributions in full phase space and in limited parts of it for various interactions [16-25], fails to give a good fit to data at the center-of-mass energy of 900 GeV [15] in full phase space and for large rapidity intervals due to a shoulder structure. The fit of the NBD to our data in restricted rapidity intervals is found to be of rather poor quality (see Fig. 2 and $\chi^{2} /$ NDF values in Table 3) due to the shoulder structure of the experimental distributions. The maximum amplitudes of the deviations between the NBD model predictions and the data amount to about 15 to $20 \%$ ( $30 \%$ for a single hemisphere). $\mathrm{Ob}-$ viously, a superposition of two or more NBD's would fit the data better, but we do not pursue this approach here. However, the gross shapes of the experimental distributions including the tails at high multiplicities are reasonably well reproduced. Therefore, and since several earlier investigations have been performed along these lines, we also analyse our data in terms of the "clan" cascading picture, introduced independently by Ekspong [4] and Giovannini and Van Hove [5,6]. The term "clan" refers to a group of particles with common and independently produced ancestor, the number of which per event there-


Fig. 3a, b. a Multiplicity distributions $P(n)$ of charged particles for the rapidity range $|y|<2$ for all events and for events with 2 -, 3and 4 -jets, as separated by the JADE jet finding algorithm (for the jet cut resolution $Y_{\text {cut }}=0.04$ ), in comparison with the Lund PS
fore fluctuates according to a Poisson distribution with an average $\bar{N}$. The number of particles per clan also fluctuates (on the average according to a logarithmic distribution) with an average $\tilde{n}_{c}$. These two quantities can be derived from the following formulae:
$\bar{N}=k \cdot \ln (1+\langle n\rangle / k), \quad \bar{n}_{c}=\langle n\rangle / \bar{N}$,
with the parameters $\langle n\rangle$ and $1 / k=D^{2} /\langle n\rangle^{2}-1 /\langle n\rangle$ taken from the experimental data.

The dependence of the average number of clans, $\bar{N}$, on the size of the rapidity interval for our data is compared with the Lund PS model prediction and with the lower energy TASSO data [25] in Fig. 4. The dependence of the average number of particles per clan, $\vec{n}_{c}$, on the size of the rapidity interval for the same data is presented in Fig. 5. The average number of clans is approximately energy independent in fixed rapidity intervals. On the other hand the average number of charged particles per clan, $\bar{n}_{c}$, shows strong energy dependence. Thus we observe that a scaling, which fails to hold in particle density [26,27], holds in clan density. It implies that the multi-

model predictions; b Multiplicity distributions $P(n)$ of charged particles for the rapidity range $|y|<2$ in comparison with the Lund ME model predictions for the total distributions and for the components due to the $q \bar{q}, q \bar{q} g$ and $q \bar{q} g g$ subprocesses
plicity increase with energy is due not to an increased clan density, but to the average clan getting larger in particles and, of course, also due to a wider rapidity range at higher energies. This agrees with conclusions about the "clan picture" made by Giovannini and Van Hove [28] in their "Monte Carlo experiment" based on the Lund PS model ${ }^{\star}$ and with the similar results obtained for hadronic collisions [19].

## 4 Summary and conclusions

The multiplicity distributions in restricted intervals of rapidity have been measured in $e^{+} e^{-}$collisions at center-of-mass energies close to 91 GeV in the DELPHI experiment at CERN for charged particles emitted in central rapidity intervals and particles emitted in a single hemisphere. The main conclusions are:

[^0]

Fig. 4. Average number of clans, $\bar{N}$, for multiplicity distributions of charged particles as a function of the limit of the rapidity interval. Straight lines connect points predicted by the Lund PS model at the center-of-mass energy of 91 GeV . The TASSO data are from [25]


Fig. 5. Average number of charged particles per clan, $n_{c}$, as a function of the limit of the rapidity interval. Straight lines connect points predicted by the Lund PS model at the center-of-mass energy of 91 GeV . The TASSO data points [25] are connected by dashed lines
ists, i.e. the clan density with respect to rapidity is approximately energy independent. The multiplicity increase with energy is in this picture due to the average clan containing more particles and also due to the wider rapidity range at higher energies.
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[^0]:    * The difference in conclusions between our analysis and the one in [28] about the applicability of the NBD can be, most probably, explained by the relatively low statistics of 2000 generated events used in [28]

