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By requiring the nilpotency of Q 

The space of the zero modes for the 
ghost fields for the Pure Spinor String theory is  

• Conifold Space with Base SO(10)/U(5)

• It is a local Calabi-Yau with conifold singularity

• Integration Measure for this space? 



Q→ QL, QR

U (1,1) = λα
Lλβ̂

RÂαβ̂(x, θ, θ̂)

γαβ
[5] D(αAβ)β̂ = 0 , γα̂β̂

[5] D̂(α̂Aαβ̂) = 0

vi) Amplitudes

Vertex operators:
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∮
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Given the fields E±(z),H(z) which satisfy the affine-Lie algebra

E+(z)E−(w) ∼ Hi(w)
z − w

+
k

(z − w)2
,

H(z)E±(w) ∼ ±E±(w)
(z − w)

, H(z)H(w) ∼ k

2(z − w)2
.

2

To compute these amplitudes we need to perform the 
OPE contractions until we get to the following expression

〈M〉 =
∫

d16θ0d
10x0Dλ0µ(θ0, λ0)M(x0, θ0, λ0)

To integrate over these variables 
we need to define a suitable measure 

for that we need a good understanding 
of the integration on supermanifolds 

Viewed from String Amplitude computations: 



Multiloop Amplitudes

{
Q, bX

}
= Z(X)T

The complete N-point g-loop amplitudes can be written in this way

where we used

Z(X) =
[
Q, Θ(X)

]
=

[
Q, X

]
δ(X) Picture Raising Operators

YCi = Ci
αθαδ(Ci

αλα) Picture Lowering Operators

∫

Mg

dmi

∫
[dµλ][dθ][dx]

∫ g∏

l=1

[dµw][ddl]
3g−3∏

n=1

∫
µ(zn)bB(zn)

r∏

k=1

U (1)(zk) ×

11g∏

i=3g−3+1

Z(BmnNmn
i )Z(Ji)

11∏

j=1

YCj

N∏

p=1

∫
dτpV(0)

p



S =
∫

d10x0d
16θ0Dλ0µ(λ0, θ0)

(
Φ(1)Q(1)Φ(1) + . . .

)

Properties:  

 1) BRST invariance
 2) SUSY
 3) Saturation of zero modes 
     (bosonic and fermionic zero modes)

Dλ0 = dλα1 ∧ . . . ∧ dλα11εα1...α16(γ
mγnγpγmnp)[α12...α16](β1...β3)

∂

∂λβ1
. . .

∂

∂λβ3

µ(λ0, θ0) =
11∏

i=1

(Ci
αθα)δ(Ci

αλα)

Viewed from String Field Theory perspective

The result is the following 
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The usual integration on standard manifolds can be viewed as follows 

There is a map between 

by identifying the forms with 
anticommuting variables 
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M
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Then, on the new space we can integrate functions 

ω ∈ Ω•(M)
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(
M̂

)
= Ω•(M)

dxi → θi

µ̂ = dxi1 ∧ . . . ∧ dxin ∧ dθi1 ∧ . . . ∧ dθin

1

Since there is a natural measure

which gives 



Complexes of Superforms

Given  1-superforms, we have commuting variables 

ω ∈ Ω•(M)

C∞
(
M̂

)
= Ω•(M)

dxi → θi

µ̂ = dxi1 ∧ . . . ∧ dxin ∧ dθi1 ∧ . . . ∧ dθin

ω̂ ∈ C∞
(
M̂

)

∫

M̂
ω̂ =

∫

M
ω

dθi ∧ dθj = dθj ∧ dθi

1

So the complex
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Let Xi be the open set where the coordinate zi does not vanish. Then the super-commutative ring OY (Xi) is generated by
elements of the type

f0

(
z0
zi

, . . . ,
zi−1

zi
,
zi+1

zi
, . . . ,

zn
zi

)
, (12)

fr

(
z0
zi

, . . . ,
zi−1

zi
,
zi+1

zi
, . . . ,

zn
zi

)
θ r

zi
, r = 1, . . . , q. (13)

In fact, to be invariant with respect to the action of C∗, the functions fI in Eq. (10) must be homogeneous of degree −|I|.
Then, it is obvious that the only coordinate we can divide by, on Xi, is zi: all functions fI are of degree −|I| and holomorphic
on Xi. If we put, on Xi, for l #= i, Ξ

(i)
l = zl

zi
and Θ

(i)
r = θ r

zi
, then OY (Xi) is generated, as a super-commutative ring, by the

objects of the form

F (i)
0

(
Ξ

(i)
0 , Ξ

(i)
1 , . . . , Ξ

(i)
i−1, Ξ

(i)
i+1, . . . , Ξ (i)

n

)
, (14)

F (i)
a

(
Ξ

(i)
0 , Ξ

(i)
1 , . . . , Ξ

(i)
i−1, Ξ

(i)
i+1, . . . , Ξ (i)

n

)
Θ(i)

a , (15)

where F (i)
0 and the F (i)

a ’s are analytic functions on Cn. In order to avoid confusion we have put the index i in parenthesis; it
just denotes the fact that we are defining objects over the local chart Xi. In the following, for convenience of notation, we
also adopt the convention that Ξ

(i)
i = 1 for all i.

We have the two sheaves OY (Xi)|Xj and OY (Xj)|Xi . In the same way as before, we have the morphisms given by the
‘‘coordinate changes’’. So, on Xi ∩ Xj, the isomorphism simply affirms the equivalence between the objects of the super-
commutative ring expressed either by the first system of affine coordinates, or by the second one. So for instance we have
that Ξ

(j)
l = zl

zj
and Θ

(j)
r = θ r

zj
can be also expressed as

Ξ
(j)
l = Ξ

(i)
l

Ξ
(i)
j

, Θ(j)
r = Θ

(i)
r

Ξ
(i)
j

. (16)

Which, in the language used in the previous section, means that the morphism ψji gluing (Xi ∩ Xj, OY (Xi)|Xj) and (Xj ∩
Xi, OY (Xj)|Xi) is such that ψ̃ji is the usual change of coordinates map on projective space and

ψ∗
ji (Ξ

(j)
l ) = Ξ

(i)
l

Ξ
(i)
j

, ψ∗
ji (Θ

(j)
r ) = Θ

(i)
r

Ξ
(i)
j

. (17)

The supermanifold is obtained by observing that the coordinate changes satisfy the cocycle conditions of the previous
section.

4. Integral forms and integration

Most supergeometry can be obtained straightforwardly by extending the commuting geometry by means of the rule
of signs, but this is not the case in the theory of differential forms on supermanifolds. Indeed the naive notion of
‘‘superforms’’ obtainable just by adding a Z2 grading to the exterior algebra turns out not to be suitable for Berezin
integration. In this sectionwe briefly recall the definition of ‘‘integral forms’’ and theirmain properties referringmainly to [9]
for a detailed exposition. The theory of superforms and their integration theory has beenwidely studied in the literature and
it is based on the notion of the integral superforms (see for example [2,10]). The problem is that we can build the spaceΩk of
k-superforms out of basic 1-superforms dθ i and theirwedge products, however these products are necessarily commutative,
since the θi’s are odd variables. Therefore, together with a differential operator d, the spaces Ωk form a differential complex

0
d−→ Ω0 d−→ Ω1 · · · d−→ Ωn d−→ · · · (18)

which is bounded from below, but not from above. In particular there is no notion of a top form to be integrated on the
supermanifold Cp+1|q.

The space of ‘‘integral forms’’ is obtained by adding to the usual space of superforms a new set of basic forms δ(dθ),
together with its ‘‘derivatives’’ δn(dθ), and defining a product which satisfies certain formal properties. These properties
are motivated and can be deduced from the following heuristic approach. In analogy with usual distributions acting on the
space of smooth functions, we think of δ(dθ) as an operator acting on the space of superforms as the usual Dirac’s delta
measure. We write this as

〈f (dθ), δ(dθ)〉 = f (0),

is infinite. There is no top form. 

• How we can define the top form? 

• How we can define a sensible integration theory? 

It is convenient to introduce a new basic object 

ω ∈ Ω•(M)

C∞
(
M̂

)
= Ω•(M)

dxi → θi

µ̂ = dxi1 ∧ . . . ∧ dxin ∧ dθi1 ∧ . . . ∧ dθin

ω̂ ∈ C∞
(
M̂

)

∫

M̂
ω̂ =

∫

M
ω

dθi ∧ dθj = dθj ∧ dθi

δ(dθi)

1



The new object has the following properties 
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where f is a superform. This means that δ(dθ) kills all monomials in the superform f which contain the term dθ . The
derivatives δ(n)(dθ) satisfy

〈
f (dθ), δ(n)(dθ)

〉
= −

〈
f ′(dθ), δ(n−1)(dθ)

〉
= (−1)nf (n)(0),

like the derivatives of the usual Dirac δ measure. Moreover we can consider objects such as g(dθ)δ(dθ), which act by first
multiplying by g then applying δ(dθ) (in analogy with a measure of type g(x)δ(x)), and so on. The wedge products among
these objects satisfy some simple relations such as (we will always omit the symbol ∧ of the wedge product):

dxI ∧ dxJ = −dxJ ∧ dxI , dxI ∧ dθ j = dθ j ∧ dxI ,

dθ i ∧ dθ j = dθ j ∧ dθ i, δ(dθ) ∧ δ(dθ ′) = −δ(dθ ′) ∧ δ(dθ), (19)
dθδ(dθ) = 0, dθδ′(dθ) = −δ(dθ).

The second and third property can be easily deduced from the above approach. To prove these formulas we observe the
usual transformation property of the usual Dirac’s delta function

δ(ax + by)δ(cx + dy) = 1

Det
(
a b
c d

)δ(x)δ(y) (20)

for x, y ∈ R. By setting a = 0, b = 1, c = 1 and d = 1, the anticommutation property of Dirac’s delta function of dθ ’s of
(19) follows.

We do not wish here to give an exhaustive and rigorous treatment of integral forms. As we will see later, it is sufficient
for our purposes that these simple rules give a well defined construction in the case of superprojective spaces. A systematic
exposition of these rules can be found in [11] and they can be put in amoremathematical framework using the results of [4]
and [12]. An interesting consequence of this procedure is the existence of ‘‘negative degree’’ forms, which are those which
reduce the degree of forms (e.g. δ′(dθ) has degree −1). The integral forms could be also called ‘‘pseudodifferential forms’’.

We introduce also the picture number by counting the number of delta functions (and their derivatives) and we denote
by Ω r|s the r-forms with picture s. For example, in the case of Cp+1|q, the integral form

dx[K1 · · · dxKl]dθ (il+1 · · · dθ ir )δ(dθ [ir+1) · · · δ(dθ ir+s]) (21)

is an r-formwith picture s. All indices Ki are antisymmetrized among themselves, while the first r − l indices are symmetric
and the last s + 1 are antisymmetrized. We denote by [I1 · · · Is] the antysimmetrization of the indices and by (i1 · · · in) the
symmetrization. Indeed, by also adding derivatives of delta forms δ(n)(dθ), even negative form-degree can be considered,
e.g. a form of the type:

δ(n1)(dθ i1) · · · δ(ns)(dθ is) (22)

is a −(n1 + · · · ns)-form with picture s. Clearly Ωk|0 is just the set Ωk of superforms, for k ≥ 0.
We now briefly discuss how these forms behave under change of coordinates, i.e. under sheaf morphisms. For a very

general type of morphisms it is necessary to work with infinite formal sums in Ω r|s as the following example clearly shows.
Suppose Φ∗(θ̃1) = θ1 + θ2, Φ∗(θ̃2) = θ2 is the odd part of a morphism. We want to compute

Φ∗(δ
(
dθ̃1

)
) = δ

(
dθ1 + dθ2) (23)

in terms of the above forms. We can formally expand in series about, for example, dθ1:

δ
(
dθ1 + dθ2) =

∑

j

(
dθ2

)j

j! δ(j)(dθ1). (24)

Recall that any usual superform is a polynomial in the dθ , therefore only a finite number of terms really matter in the above
sum, when we apply it to a superform. In fact, applying the formulae above, we have for example,

〈

(dθ1)k,
∑

j

(
dθ2

)j

j! δ(j)(dθ1)

〉

= (−1)k(dθ2)k. (25)

Notice that this is equivalent to the effect of replacing dθ1 with −dθ2. We could have also interchanged the role of θ1 and
θ2 and the result would be to replace dθ2 with −dθ1. Both procedures correspond precisely to the action we expect when
we apply the δ

(
dθ1 + dθ2

)
Dirac measure. We will not enter into more detailed treatment of other types of morphisms, as

this simple example will suffice. In the case of super-projective spaces the change of coordinate rule is simple and will be
discussed in the next section. In the rest of the paper we will ignore the action 〈, 〉 and do the computations following the
above rules.

If we  denote by 

ω ∈ Ω•(M)

C∞
(
M̂

)
= Ω•(M)

dxi → θi

µ̂ = dxi1 ∧ . . . ∧ dxin ∧ dθi1 ∧ . . . ∧ dθin

ω̂ ∈ C∞
(
M̂

)

∫

M̂
ω̂ =

∫

M
ω

dθi ∧ dθj = dθj ∧ dθi

dxI

δ(dθi)

1

the 1-forms associated to the commuting coordinates of the manifold 

the  last three equations follow from the usual definition of the Dirac delta function 
and from the changing-variable formula for Dirac delta’s
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(19) follows.

We do not wish here to give an exhaustive and rigorous treatment of integral forms. As we will see later, it is sufficient
for our purposes that these simple rules give a well defined construction in the case of superprojective spaces. A systematic
exposition of these rules can be found in [11] and they can be put in amoremathematical framework using the results of [4]
and [12]. An interesting consequence of this procedure is the existence of ‘‘negative degree’’ forms, which are those which
reduce the degree of forms (e.g. δ′(dθ) has degree −1). The integral forms could be also called ‘‘pseudodifferential forms’’.

We introduce also the picture number by counting the number of delta functions (and their derivatives) and we denote
by Ω r|s the r-forms with picture s. For example, in the case of Cp+1|q, the integral form

dx[K1 · · · dxKl]dθ (il+1 · · · dθ ir )δ(dθ [ir+1) · · · δ(dθ ir+s]) (21)

is an r-formwith picture s. All indices Ki are antisymmetrized among themselves, while the first r − l indices are symmetric
and the last s + 1 are antisymmetrized. We denote by [I1 · · · Is] the antysimmetrization of the indices and by (i1 · · · in) the
symmetrization. Indeed, by also adding derivatives of delta forms δ(n)(dθ), even negative form-degree can be considered,
e.g. a form of the type:

δ(n1)(dθ i1) · · · δ(ns)(dθ is) (22)

is a −(n1 + · · · ns)-form with picture s. Clearly Ωk|0 is just the set Ωk of superforms, for k ≥ 0.
We now briefly discuss how these forms behave under change of coordinates, i.e. under sheaf morphisms. For a very

general type of morphisms it is necessary to work with infinite formal sums in Ω r|s as the following example clearly shows.
Suppose Φ∗(θ̃1) = θ1 + θ2, Φ∗(θ̃2) = θ2 is the odd part of a morphism. We want to compute

Φ∗(δ
(
dθ̃1

)
) = δ

(
dθ1 + dθ2) (23)

in terms of the above forms. We can formally expand in series about, for example, dθ1:

δ
(
dθ1 + dθ2) =

∑

j

(
dθ2

)j

j! δ(j)(dθ1). (24)

Recall that any usual superform is a polynomial in the dθ , therefore only a finite number of terms really matter in the above
sum, when we apply it to a superform. In fact, applying the formulae above, we have for example,

〈

(dθ1)k,
∑

j

(
dθ2

)j

j! δ(j)(dθ1)

〉

= (−1)k(dθ2)k. (25)

Notice that this is equivalent to the effect of replacing dθ1 with −dθ2. We could have also interchanged the role of θ1 and
θ2 and the result would be to replace dθ2 with −dθ1. Both procedures correspond precisely to the action we expect when
we apply the δ

(
dθ1 + dθ2

)
Dirac measure. We will not enter into more detailed treatment of other types of morphisms, as

this simple example will suffice. In the case of super-projective spaces the change of coordinate rule is simple and will be
discussed in the next section. In the rest of the paper we will ignore the action 〈, 〉 and do the computations following the
above rules.
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We will see later, in Section 6, that integral forms form a new complex as follows

· · · d−→ Ω(r|q) d−→ Ω(r+1|q) · · · d−→ Ω(p+1|q) d−→ 0 (26)

whereΩ(p+1|q) is the top ‘‘form’’ dx[K1 · · · dxKp+1]δ(dθ [i1) · · · δ(dθ iq])which can be integrated on the supermanifold. As in the
usual commuting geometry, there is an isomorphism between the cohomologies H(0|0) and H(p+1|q) on a supermanifold of
dimension (p + 1|q). In addition, one can define two operations acting on the cohomology groups H(r|s) which change the
picture number s (see [11]).

Given a function f (x, θ) on the superspace C(p+1|q), we define its integral by the super top-form ω(p+1|q) =
f (x, θ)dx1 · · · dxp+1δ(dθ1) · · · δ(dθ q) belonging to Ω(p+1|q) as follows

∫

C(p+1|q)
ω(p+1|q) = ε i1···iq∂θ i1 · · · ∂θ iq

∫

Cp+1
f (x, θ) (27)

where the last equalities is obtained by integrating on the delta functions and selecting the bosonic top form. The remaining
integrals are the usual integral of densities and the Berezin integral. The latter can be understood in terms of the Berezinian
sheaf [12]. It is easy to show that indeed themeasure is invariant under general coordinate changes and the density transform
as a Berezinian with the superdeterminant.

5. Čech cohomology of P1|1

Wedescribe now Čech cohomology on super-projective spaces, with respect to this particular sheaf of ‘‘integral 1-forms’’.
We will begin by considering P1|1. P1 has a natural covering with two charts, U0 and U1, where

U0 = {[z0; z1] ∈ P1 : z0 $= 0}, (28)

U1 = {[z0; z1] ∈ P1 : z1 $= 0}. (29)

The affine coordinates are γ = z1
z0

on U0 and γ̃ = z0
z1

on U1. The odd generators are ψ on U0 and ψ̃ on U1. The gluing
morphism of sheaves on the intersection U0 ∩ U1 has pull-back given by:

Φ∗ : O(U0 ∩ U1)[ψ] '−→ O(U0 ∩ U1)[ψ̃] (30)

with the requirement that:

Φ∗(γ ) = 1
γ̃

, Φ∗(ψ) = ψ̃

γ̃
. (31)

We now consider a sheaf of differential on P1|1. As we already said in the previous section, we must add objects of the
type ‘‘dγ ’’ and of the type ‘‘dψ ’’ on U0. But dψ is an even generator, becauseψ is odd, so we are not able to find a differential
form of maximal degree. We introduce then the generator δ(dψ), which allows us to perform integration in the ‘‘variable’’
dψ . It satisfies the rule dψδ(dψ) = 0. This means that δ(dψ) is like a Diracmeasure on the space of the analytic functions in
dψ which gives back the evaluation at zero. We must also introduce the derivatives δ(n)(dψ), where dψδ′(dψ) = −δ(dψ),
and, in general, dψδ(n)(dψ) = −δ(n−1)(dψ). In this way, the derivatives of the delta represent anticommuting differential
forms of negative degree.

Let’s define the following sheaves of modules:

Ω0|0(U0) = O(U0)[ψ]; (32)

Ω1|0(U0) = O(U0)[ψ]dγ ⊕ O(U0)[ψ]dψ; (33)

and similarly un U1. The general sheaf Ωn|0 is locally made up by objects of the form

O(U0)[ψ](dγ )i(dψ)j, (34)

where i = 0; 1 and i + j = n. The definitions on U1 are similar, the only difference is that we will use the corresponding
coordinates on U1. Note that Ωn|0 is non zero for all integers n ≥ 0.

We also define the sheaves of modules Ω l|1, which, on U0, contain elements of the form:

O(U0)[ψ](dγ )iδ(j)(dψ), (35)

with i − j = l. The elements containing ‘‘dψ ’’ cannot appear, since they cancel with the delta forms. On U1, the sections of
this sheaf assume a similar structure with respect to the coordinates on U1.

Notice that Ω l|1 is non zero for all integers l with l ≤ 1, in particular for all negative integers. We still have to describe
coordinate change in the intersection U0 ∩ U1 of the objects {dγ , dψ, δ(dψ)}. They are given by:

Φ∗dγ̃ = − 1
γ 2

dγ , (36)

R. Catenacci et al. / Journal of Geometry and Physics 62 (2012) 890–902 895

We will see later, in Section 6, that integral forms form a new complex as follows

· · · d−→ Ω(r|q) d−→ Ω(r+1|q) · · · d−→ Ω(p+1|q) d−→ 0 (26)

whereΩ(p+1|q) is the top ‘‘form’’ dx[K1 · · · dxKp+1]δ(dθ [i1) · · · δ(dθ iq])which can be integrated on the supermanifold. As in the
usual commuting geometry, there is an isomorphism between the cohomologies H(0|0) and H(p+1|q) on a supermanifold of
dimension (p + 1|q). In addition, one can define two operations acting on the cohomology groups H(r|s) which change the
picture number s (see [11]).

Given a function f (x, θ) on the superspace C(p+1|q), we define its integral by the super top-form ω(p+1|q) =
f (x, θ)dx1 · · · dxp+1δ(dθ1) · · · δ(dθ q) belonging to Ω(p+1|q) as follows

∫

C(p+1|q)
ω(p+1|q) = ε i1···iq∂θ i1 · · · ∂θ iq

∫

Cp+1
f (x, θ) (27)

where the last equalities is obtained by integrating on the delta functions and selecting the bosonic top form. The remaining
integrals are the usual integral of densities and the Berezin integral. The latter can be understood in terms of the Berezinian
sheaf [12]. It is easy to show that indeed themeasure is invariant under general coordinate changes and the density transform
as a Berezinian with the superdeterminant.

5. Čech cohomology of P1|1

Wedescribe now Čech cohomology on super-projective spaces, with respect to this particular sheaf of ‘‘integral 1-forms’’.
We will begin by considering P1|1. P1 has a natural covering with two charts, U0 and U1, where

U0 = {[z0; z1] ∈ P1 : z0 $= 0}, (28)

U1 = {[z0; z1] ∈ P1 : z1 $= 0}. (29)

The affine coordinates are γ = z1
z0

on U0 and γ̃ = z0
z1

on U1. The odd generators are ψ on U0 and ψ̃ on U1. The gluing
morphism of sheaves on the intersection U0 ∩ U1 has pull-back given by:

Φ∗ : O(U0 ∩ U1)[ψ] '−→ O(U0 ∩ U1)[ψ̃] (30)

with the requirement that:

Φ∗(γ ) = 1
γ̃

, Φ∗(ψ) = ψ̃

γ̃
. (31)

We now consider a sheaf of differential on P1|1. As we already said in the previous section, we must add objects of the
type ‘‘dγ ’’ and of the type ‘‘dψ ’’ on U0. But dψ is an even generator, becauseψ is odd, so we are not able to find a differential
form of maximal degree. We introduce then the generator δ(dψ), which allows us to perform integration in the ‘‘variable’’
dψ . It satisfies the rule dψδ(dψ) = 0. This means that δ(dψ) is like a Diracmeasure on the space of the analytic functions in
dψ which gives back the evaluation at zero. We must also introduce the derivatives δ(n)(dψ), where dψδ′(dψ) = −δ(dψ),
and, in general, dψδ(n)(dψ) = −δ(n−1)(dψ). In this way, the derivatives of the delta represent anticommuting differential
forms of negative degree.

Let’s define the following sheaves of modules:

Ω0|0(U0) = O(U0)[ψ]; (32)

Ω1|0(U0) = O(U0)[ψ]dγ ⊕ O(U0)[ψ]dψ; (33)

and similarly un U1. The general sheaf Ωn|0 is locally made up by objects of the form

O(U0)[ψ](dγ )i(dψ)j, (34)

where i = 0; 1 and i + j = n. The definitions on U1 are similar, the only difference is that we will use the corresponding
coordinates on U1. Note that Ωn|0 is non zero for all integers n ≥ 0.

We also define the sheaves of modules Ω l|1, which, on U0, contain elements of the form:

O(U0)[ψ](dγ )iδ(j)(dψ), (35)

with i − j = l. The elements containing ‘‘dψ ’’ cannot appear, since they cancel with the delta forms. On U1, the sections of
this sheaf assume a similar structure with respect to the coordinates on U1.

Notice that Ω l|1 is non zero for all integers l with l ≤ 1, in particular for all negative integers. We still have to describe
coordinate change in the intersection U0 ∩ U1 of the objects {dγ , dψ, δ(dψ)}. They are given by:

Φ∗dγ̃ = − 1
γ 2

dγ , (36)

R. Catenacci et al. / Journal of Geometry and Physics 62 (2012) 890–902 895

We will see later, in Section 6, that integral forms form a new complex as follows

· · · d−→ Ω(r|q) d−→ Ω(r+1|q) · · · d−→ Ω(p+1|q) d−→ 0 (26)

whereΩ(p+1|q) is the top ‘‘form’’ dx[K1 · · · dxKp+1]δ(dθ [i1) · · · δ(dθ iq])which can be integrated on the supermanifold. As in the
usual commuting geometry, there is an isomorphism between the cohomologies H(0|0) and H(p+1|q) on a supermanifold of
dimension (p + 1|q). In addition, one can define two operations acting on the cohomology groups H(r|s) which change the
picture number s (see [11]).

Given a function f (x, θ) on the superspace C(p+1|q), we define its integral by the super top-form ω(p+1|q) =
f (x, θ)dx1 · · · dxp+1δ(dθ1) · · · δ(dθ q) belonging to Ω(p+1|q) as follows

∫

C(p+1|q)
ω(p+1|q) = ε i1···iq∂θ i1 · · · ∂θ iq

∫

Cp+1
f (x, θ) (27)

where the last equalities is obtained by integrating on the delta functions and selecting the bosonic top form. The remaining
integrals are the usual integral of densities and the Berezin integral. The latter can be understood in terms of the Berezinian
sheaf [12]. It is easy to show that indeed themeasure is invariant under general coordinate changes and the density transform
as a Berezinian with the superdeterminant.

5. Čech cohomology of P1|1

Wedescribe now Čech cohomology on super-projective spaces, with respect to this particular sheaf of ‘‘integral 1-forms’’.
We will begin by considering P1|1. P1 has a natural covering with two charts, U0 and U1, where

U0 = {[z0; z1] ∈ P1 : z0 $= 0}, (28)

U1 = {[z0; z1] ∈ P1 : z1 $= 0}. (29)

The affine coordinates are γ = z1
z0

on U0 and γ̃ = z0
z1

on U1. The odd generators are ψ on U0 and ψ̃ on U1. The gluing
morphism of sheaves on the intersection U0 ∩ U1 has pull-back given by:

Φ∗ : O(U0 ∩ U1)[ψ] '−→ O(U0 ∩ U1)[ψ̃] (30)

with the requirement that:

Φ∗(γ ) = 1
γ̃

, Φ∗(ψ) = ψ̃

γ̃
. (31)

We now consider a sheaf of differential on P1|1. As we already said in the previous section, we must add objects of the
type ‘‘dγ ’’ and of the type ‘‘dψ ’’ on U0. But dψ is an even generator, becauseψ is odd, so we are not able to find a differential
form of maximal degree. We introduce then the generator δ(dψ), which allows us to perform integration in the ‘‘variable’’
dψ . It satisfies the rule dψδ(dψ) = 0. This means that δ(dψ) is like a Diracmeasure on the space of the analytic functions in
dψ which gives back the evaluation at zero. We must also introduce the derivatives δ(n)(dψ), where dψδ′(dψ) = −δ(dψ),
and, in general, dψδ(n)(dψ) = −δ(n−1)(dψ). In this way, the derivatives of the delta represent anticommuting differential
forms of negative degree.

Let’s define the following sheaves of modules:

Ω0|0(U0) = O(U0)[ψ]; (32)

Ω1|0(U0) = O(U0)[ψ]dγ ⊕ O(U0)[ψ]dψ; (33)

and similarly un U1. The general sheaf Ωn|0 is locally made up by objects of the form

O(U0)[ψ](dγ )i(dψ)j, (34)

where i = 0; 1 and i + j = n. The definitions on U1 are similar, the only difference is that we will use the corresponding
coordinates on U1. Note that Ωn|0 is non zero for all integers n ≥ 0.

We also define the sheaves of modules Ω l|1, which, on U0, contain elements of the form:

O(U0)[ψ](dγ )iδ(j)(dψ), (35)

with i − j = l. The elements containing ‘‘dψ ’’ cannot appear, since they cancel with the delta forms. On U1, the sections of
this sheaf assume a similar structure with respect to the coordinates on U1.

Notice that Ω l|1 is non zero for all integers l with l ≤ 1, in particular for all negative integers. We still have to describe
coordinate change in the intersection U0 ∩ U1 of the objects {dγ , dψ, δ(dψ)}. They are given by:

Φ∗dγ̃ = − 1
γ 2

dγ , (36)

Form Number
Picture Number

Notice that the picture number corresponds to the number of Delta functions, while 
the form number corresponds to the total form degree. It can be negative by 
considering the derivatives of Delta functions. 
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whereΩ(p+1|q) is the top ‘‘form’’ dx[K1 · · · dxKp+1]δ(dθ [i1) · · · δ(dθ iq])which can be integrated on the supermanifold. As in the
usual commuting geometry, there is an isomorphism between the cohomologies H(0|0) and H(p+1|q) on a supermanifold of
dimension (p + 1|q). In addition, one can define two operations acting on the cohomology groups H(r|s) which change the
picture number s (see [11]).

Given a function f (x, θ) on the superspace C(p+1|q), we define its integral by the super top-form ω(p+1|q) =
f (x, θ)dx1 · · · dxp+1δ(dθ1) · · · δ(dθ q) belonging to Ω(p+1|q) as follows

∫

C(p+1|q)
ω(p+1|q) = ε i1···iq∂θ i1 · · · ∂θ iq

∫

Cp+1
f (x, θ) (27)

where the last equalities is obtained by integrating on the delta functions and selecting the bosonic top form. The remaining
integrals are the usual integral of densities and the Berezin integral. The latter can be understood in terms of the Berezinian
sheaf [12]. It is easy to show that indeed themeasure is invariant under general coordinate changes and the density transform
as a Berezinian with the superdeterminant.

5. Čech cohomology of P1|1

Wedescribe now Čech cohomology on super-projective spaces, with respect to this particular sheaf of ‘‘integral 1-forms’’.
We will begin by considering P1|1. P1 has a natural covering with two charts, U0 and U1, where

U0 = {[z0; z1] ∈ P1 : z0 $= 0}, (28)

U1 = {[z0; z1] ∈ P1 : z1 $= 0}. (29)

The affine coordinates are γ = z1
z0

on U0 and γ̃ = z0
z1

on U1. The odd generators are ψ on U0 and ψ̃ on U1. The gluing
morphism of sheaves on the intersection U0 ∩ U1 has pull-back given by:

Φ∗ : O(U0 ∩ U1)[ψ] '−→ O(U0 ∩ U1)[ψ̃] (30)

with the requirement that:

Φ∗(γ ) = 1
γ̃

, Φ∗(ψ) = ψ̃

γ̃
. (31)

We now consider a sheaf of differential on P1|1. As we already said in the previous section, we must add objects of the
type ‘‘dγ ’’ and of the type ‘‘dψ ’’ on U0. But dψ is an even generator, becauseψ is odd, so we are not able to find a differential
form of maximal degree. We introduce then the generator δ(dψ), which allows us to perform integration in the ‘‘variable’’
dψ . It satisfies the rule dψδ(dψ) = 0. This means that δ(dψ) is like a Diracmeasure on the space of the analytic functions in
dψ which gives back the evaluation at zero. We must also introduce the derivatives δ(n)(dψ), where dψδ′(dψ) = −δ(dψ),
and, in general, dψδ(n)(dψ) = −δ(n−1)(dψ). In this way, the derivatives of the delta represent anticommuting differential
forms of negative degree.

Let’s define the following sheaves of modules:

Ω0|0(U0) = O(U0)[ψ]; (32)

Ω1|0(U0) = O(U0)[ψ]dγ ⊕ O(U0)[ψ]dψ; (33)

and similarly un U1. The general sheaf Ωn|0 is locally made up by objects of the form

O(U0)[ψ](dγ )i(dψ)j, (34)

where i = 0; 1 and i + j = n. The definitions on U1 are similar, the only difference is that we will use the corresponding
coordinates on U1. Note that Ωn|0 is non zero for all integers n ≥ 0.

We also define the sheaves of modules Ω l|1, which, on U0, contain elements of the form:

O(U0)[ψ](dγ )iδ(j)(dψ), (35)

with i − j = l. The elements containing ‘‘dψ ’’ cannot appear, since they cancel with the delta forms. On U1, the sections of
this sheaf assume a similar structure with respect to the coordinates on U1.

Notice that Ω l|1 is non zero for all integers l with l ≤ 1, in particular for all negative integers. We still have to describe
coordinate change in the intersection U0 ∩ U1 of the objects {dγ , dψ, δ(dψ)}. They are given by:

Φ∗dγ̃ = − 1
γ 2

dγ , (36)

is the simplest non-trivial example of super-projective space. It is 
defined as usual as an algebraic variety by quotient of the complex 
superspace        with respect to a complex number different  from 
zero. It can be covered by two patches 

ω ∈ Ω•(M)

C∞
(
M̂

)
= Ω•(M)

dxi → θi
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∫

M
ω

dθi ∧ dθj = dθj ∧ dθi

dxI

C2|1

δ(dθi)

1

Transition functions from one patch to another 
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We will see later, in Section 6, that integral forms form a new complex as follows

· · · d−→ Ω(r|q) d−→ Ω(r+1|q) · · · d−→ Ω(p+1|q) d−→ 0 (26)

whereΩ(p+1|q) is the top ‘‘form’’ dx[K1 · · · dxKp+1]δ(dθ [i1) · · · δ(dθ iq])which can be integrated on the supermanifold. As in the
usual commuting geometry, there is an isomorphism between the cohomologies H(0|0) and H(p+1|q) on a supermanifold of
dimension (p + 1|q). In addition, one can define two operations acting on the cohomology groups H(r|s) which change the
picture number s (see [11]).

Given a function f (x, θ) on the superspace C(p+1|q), we define its integral by the super top-form ω(p+1|q) =
f (x, θ)dx1 · · · dxp+1δ(dθ1) · · · δ(dθ q) belonging to Ω(p+1|q) as follows

∫

C(p+1|q)
ω(p+1|q) = ε i1···iq∂θ i1 · · · ∂θ iq

∫

Cp+1
f (x, θ) (27)

where the last equalities is obtained by integrating on the delta functions and selecting the bosonic top form. The remaining
integrals are the usual integral of densities and the Berezin integral. The latter can be understood in terms of the Berezinian
sheaf [12]. It is easy to show that indeed themeasure is invariant under general coordinate changes and the density transform
as a Berezinian with the superdeterminant.

5. Čech cohomology of P1|1

Wedescribe now Čech cohomology on super-projective spaces, with respect to this particular sheaf of ‘‘integral 1-forms’’.
We will begin by considering P1|1. P1 has a natural covering with two charts, U0 and U1, where

U0 = {[z0; z1] ∈ P1 : z0 $= 0}, (28)

U1 = {[z0; z1] ∈ P1 : z1 $= 0}. (29)

The affine coordinates are γ = z1
z0

on U0 and γ̃ = z0
z1

on U1. The odd generators are ψ on U0 and ψ̃ on U1. The gluing
morphism of sheaves on the intersection U0 ∩ U1 has pull-back given by:

Φ∗ : O(U0 ∩ U1)[ψ] '−→ O(U0 ∩ U1)[ψ̃] (30)

with the requirement that:

Φ∗(γ ) = 1
γ̃

, Φ∗(ψ) = ψ̃

γ̃
. (31)

We now consider a sheaf of differential on P1|1. As we already said in the previous section, we must add objects of the
type ‘‘dγ ’’ and of the type ‘‘dψ ’’ on U0. But dψ is an even generator, becauseψ is odd, so we are not able to find a differential
form of maximal degree. We introduce then the generator δ(dψ), which allows us to perform integration in the ‘‘variable’’
dψ . It satisfies the rule dψδ(dψ) = 0. This means that δ(dψ) is like a Diracmeasure on the space of the analytic functions in
dψ which gives back the evaluation at zero. We must also introduce the derivatives δ(n)(dψ), where dψδ′(dψ) = −δ(dψ),
and, in general, dψδ(n)(dψ) = −δ(n−1)(dψ). In this way, the derivatives of the delta represent anticommuting differential
forms of negative degree.

Let’s define the following sheaves of modules:

Ω0|0(U0) = O(U0)[ψ]; (32)

Ω1|0(U0) = O(U0)[ψ]dγ ⊕ O(U0)[ψ]dψ; (33)

and similarly un U1. The general sheaf Ωn|0 is locally made up by objects of the form

O(U0)[ψ](dγ )i(dψ)j, (34)

where i = 0; 1 and i + j = n. The definitions on U1 are similar, the only difference is that we will use the corresponding
coordinates on U1. Note that Ωn|0 is non zero for all integers n ≥ 0.

We also define the sheaves of modules Ω l|1, which, on U0, contain elements of the form:

O(U0)[ψ](dγ )iδ(j)(dψ), (35)

with i − j = l. The elements containing ‘‘dψ ’’ cannot appear, since they cancel with the delta forms. On U1, the sections of
this sheaf assume a similar structure with respect to the coordinates on U1.

Notice that Ω l|1 is non zero for all integers l with l ≤ 1, in particular for all negative integers. We still have to describe
coordinate change in the intersection U0 ∩ U1 of the objects {dγ , dψ, δ(dψ)}. They are given by:

Φ∗dγ̃ = − 1
γ 2

dγ , (36)
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We will see later, in Section 6, that integral forms form a new complex as follows

· · · d−→ Ω(r|q) d−→ Ω(r+1|q) · · · d−→ Ω(p+1|q) d−→ 0 (26)

whereΩ(p+1|q) is the top ‘‘form’’ dx[K1 · · · dxKp+1]δ(dθ [i1) · · · δ(dθ iq])which can be integrated on the supermanifold. As in the
usual commuting geometry, there is an isomorphism between the cohomologies H(0|0) and H(p+1|q) on a supermanifold of
dimension (p + 1|q). In addition, one can define two operations acting on the cohomology groups H(r|s) which change the
picture number s (see [11]).

Given a function f (x, θ) on the superspace C(p+1|q), we define its integral by the super top-form ω(p+1|q) =
f (x, θ)dx1 · · · dxp+1δ(dθ1) · · · δ(dθ q) belonging to Ω(p+1|q) as follows

∫
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ω(p+1|q) = ε i1···iq∂θ i1 · · · ∂θ iq

∫

Cp+1
f (x, θ) (27)

where the last equalities is obtained by integrating on the delta functions and selecting the bosonic top form. The remaining
integrals are the usual integral of densities and the Berezin integral. The latter can be understood in terms of the Berezinian
sheaf [12]. It is easy to show that indeed themeasure is invariant under general coordinate changes and the density transform
as a Berezinian with the superdeterminant.

5. Čech cohomology of P1|1

Wedescribe now Čech cohomology on super-projective spaces, with respect to this particular sheaf of ‘‘integral 1-forms’’.
We will begin by considering P1|1. P1 has a natural covering with two charts, U0 and U1, where

U0 = {[z0; z1] ∈ P1 : z0 $= 0}, (28)

U1 = {[z0; z1] ∈ P1 : z1 $= 0}. (29)

The affine coordinates are γ = z1
z0

on U0 and γ̃ = z0
z1

on U1. The odd generators are ψ on U0 and ψ̃ on U1. The gluing
morphism of sheaves on the intersection U0 ∩ U1 has pull-back given by:

Φ∗ : O(U0 ∩ U1)[ψ] '−→ O(U0 ∩ U1)[ψ̃] (30)

with the requirement that:

Φ∗(γ ) = 1
γ̃

, Φ∗(ψ) = ψ̃

γ̃
. (31)

We now consider a sheaf of differential on P1|1. As we already said in the previous section, we must add objects of the
type ‘‘dγ ’’ and of the type ‘‘dψ ’’ on U0. But dψ is an even generator, becauseψ is odd, so we are not able to find a differential
form of maximal degree. We introduce then the generator δ(dψ), which allows us to perform integration in the ‘‘variable’’
dψ . It satisfies the rule dψδ(dψ) = 0. This means that δ(dψ) is like a Diracmeasure on the space of the analytic functions in
dψ which gives back the evaluation at zero. We must also introduce the derivatives δ(n)(dψ), where dψδ′(dψ) = −δ(dψ),
and, in general, dψδ(n)(dψ) = −δ(n−1)(dψ). In this way, the derivatives of the delta represent anticommuting differential
forms of negative degree.

Let’s define the following sheaves of modules:

Ω0|0(U0) = O(U0)[ψ]; (32)

Ω1|0(U0) = O(U0)[ψ]dγ ⊕ O(U0)[ψ]dψ; (33)

and similarly un U1. The general sheaf Ωn|0 is locally made up by objects of the form

O(U0)[ψ](dγ )i(dψ)j, (34)

where i = 0; 1 and i + j = n. The definitions on U1 are similar, the only difference is that we will use the corresponding
coordinates on U1. Note that Ωn|0 is non zero for all integers n ≥ 0.

We also define the sheaves of modules Ω l|1, which, on U0, contain elements of the form:

O(U0)[ψ](dγ )iδ(j)(dψ), (35)

with i − j = l. The elements containing ‘‘dψ ’’ cannot appear, since they cancel with the delta forms. On U1, the sections of
this sheaf assume a similar structure with respect to the coordinates on U1.

Notice that Ω l|1 is non zero for all integers l with l ≤ 1, in particular for all negative integers. We still have to describe
coordinate change in the intersection U0 ∩ U1 of the objects {dγ , dψ, δ(dψ)}. They are given by:

Φ∗dγ̃ = − 1
γ 2

dγ , (36)

The change of patch reflects upon the following transformation
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and

Φ∗dψ̃ = dψ
γ

− dγ ψ

γ 2
. (37)

More generally, for any integer n > 0, we have the formula

Φ∗(dψ̃)n =
(
dψ
γ

)n

− dγ ψ

γ 2

(
dψ
γ

)n−1

. (38)

It only remains to compute how δ(dψ) transforms in a coordinate change. We can proceed as outlined in the previous
section.

In this case, we write:

Φ∗δ(dψ̃) = δ

(
dψ
γ

− dγ ψ

γ 2

)
. (39)

Then:

Φ∗δ(dψ̃) = γ δ

(
dψ − dγψ

γ

)
= γ δ (dψ) − γ

dγ ψ

γ
δ(dψ) = γ δ (dψ) − ψdγ δ′(dψ). (40)

Notice that the latter equation, together with (37), implies that

Φ∗(dψ̃δ(dψ̃)) = 0

as expected.
Hence the generator δ(dψ̃) and its properties are well defined. Similarly, one can compute that the derivatives δn(dψ̃)

satisfy the following change of coordinates formula

Φ∗δn(dψ̃) = γ n+1δn (dψ) − γ nψ dγ δn+1(dψ). (41)

Now, we can proceed in calculating sheaf cohomology for each of the sheaves Ω i|j with respect to the covering {U0;U1}.

Theorem 2. The covering {U0;U1} is acyclic with respect to each of the sheaves Ω i|j.

Proof. We know that U0 and U1 are both isomorphic to C, while U0 ∩ U1 is isomorphic to C∗. Moreover, we know that,
classically, Hq(C; O) = {0}, and that Hq(C∗; O) = 0. We note that the restriction to each open set of the sheaf Ω i|j is simply
the direct sum of the sheaf O a certain finite number of times.

For example,

Ω1|1(U0 ∩ U1) = O(C∗)dγ δ(dψ) + O(C∗)ψdγ δ(dψ). (42)

Note that the symbols dγ δ(dψ) andψdγ δ(dψ) represent the generators of a vector space, then, each of the direct summands
can be treated separately. So, we see that a chain of Ω i|j (on C or C∗) is a cocycle if and only if each of the summands is a
cocycle, and it is a coboundary if and only if every summand is a coboundary. !

We now begin the computation of the main cohomology groups on P1|1. For Ȟ0 we have the following result:

Theorem 3. For integers n ≥ 0, the following isomorphisms hold

Ȟ0(P1|1, Ωn|0) ∼=
{
0, n > 0,
C, n = 0.

Ȟ0(P1|1, Ω−n|1) ∼= C4n+4,

Ȟ0(P1|1, Ω1|1) ∼= 0.

Proof.

• Let’s begin from Ȟ0(P1|1, Ω0|0). On U1, the sections of the sheaf have the structure:

f (γ̃ ) + f1(γ̃ )ψ̃ . (43)

On the intersection U0 ∩ U1 they transform in the following way:

f
(

1
γ

)
+ ψ

γ
f1

(
1
γ

)
. (44)
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where the last equalities is obtained by integrating on the delta functions and selecting the bosonic top form. The remaining
integrals are the usual integral of densities and the Berezin integral. The latter can be understood in terms of the Berezinian
sheaf [12]. It is easy to show that indeed themeasure is invariant under general coordinate changes and the density transform
as a Berezinian with the superdeterminant.

5. Čech cohomology of P1|1

Wedescribe now Čech cohomology on super-projective spaces, with respect to this particular sheaf of ‘‘integral 1-forms’’.
We will begin by considering P1|1. P1 has a natural covering with two charts, U0 and U1, where

U0 = {[z0; z1] ∈ P1 : z0 $= 0}, (28)

U1 = {[z0; z1] ∈ P1 : z1 $= 0}. (29)
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on U0 and γ̃ = z0
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on U1. The odd generators are ψ on U0 and ψ̃ on U1. The gluing
morphism of sheaves on the intersection U0 ∩ U1 has pull-back given by:

Φ∗ : O(U0 ∩ U1)[ψ] '−→ O(U0 ∩ U1)[ψ̃] (30)
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Φ∗(γ ) = 1
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We now consider a sheaf of differential on P1|1. As we already said in the previous section, we must add objects of the
type ‘‘dγ ’’ and of the type ‘‘dψ ’’ on U0. But dψ is an even generator, becauseψ is odd, so we are not able to find a differential
form of maximal degree. We introduce then the generator δ(dψ), which allows us to perform integration in the ‘‘variable’’
dψ . It satisfies the rule dψδ(dψ) = 0. This means that δ(dψ) is like a Diracmeasure on the space of the analytic functions in
dψ which gives back the evaluation at zero. We must also introduce the derivatives δ(n)(dψ), where dψδ′(dψ) = −δ(dψ),
and, in general, dψδ(n)(dψ) = −δ(n−1)(dψ). In this way, the derivatives of the delta represent anticommuting differential
forms of negative degree.

Let’s define the following sheaves of modules:

Ω0|0(U0) = O(U0)[ψ]; (32)

Ω1|0(U0) = O(U0)[ψ]dγ ⊕ O(U0)[ψ]dψ; (33)

and similarly un U1. The general sheaf Ωn|0 is locally made up by objects of the form

O(U0)[ψ](dγ )i(dψ)j, (34)

where i = 0; 1 and i + j = n. The definitions on U1 are similar, the only difference is that we will use the corresponding
coordinates on U1. Note that Ωn|0 is non zero for all integers n ≥ 0.

We also define the sheaves of modules Ω l|1, which, on U0, contain elements of the form:

O(U0)[ψ](dγ )iδ(j)(dψ), (35)

with i − j = l. The elements containing ‘‘dψ ’’ cannot appear, since they cancel with the delta forms. On U1, the sections of
this sheaf assume a similar structure with respect to the coordinates on U1.

Notice that Ω l|1 is non zero for all integers l with l ≤ 1, in particular for all negative integers. We still have to describe
coordinate change in the intersection U0 ∩ U1 of the objects {dγ , dψ, δ(dψ)}. They are given by:
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and

Φ∗dψ̃ = dψ
γ

− dγ ψ

γ 2
. (37)

More generally, for any integer n > 0, we have the formula

Φ∗(dψ̃)n =
(
dψ
γ

)n

− dγ ψ

γ 2

(
dψ
γ

)n−1

. (38)

It only remains to compute how δ(dψ) transforms in a coordinate change. We can proceed as outlined in the previous
section.

In this case, we write:

Φ∗δ(dψ̃) = δ

(
dψ
γ
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γ 2

)
. (39)

Then:

Φ∗δ(dψ̃) = γ δ

(
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γ

)
= γ δ (dψ) − γ

dγ ψ
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δ(dψ) = γ δ (dψ) − ψdγ δ′(dψ). (40)

Notice that the latter equation, together with (37), implies that

Φ∗(dψ̃δ(dψ̃)) = 0

as expected.
Hence the generator δ(dψ̃) and its properties are well defined. Similarly, one can compute that the derivatives δn(dψ̃)

satisfy the following change of coordinates formula

Φ∗δn(dψ̃) = γ n+1δn (dψ) − γ nψ dγ δn+1(dψ). (41)

Now, we can proceed in calculating sheaf cohomology for each of the sheaves Ω i|j with respect to the covering {U0;U1}.

Theorem 2. The covering {U0;U1} is acyclic with respect to each of the sheaves Ω i|j.

Proof. We know that U0 and U1 are both isomorphic to C, while U0 ∩ U1 is isomorphic to C∗. Moreover, we know that,
classically, Hq(C; O) = {0}, and that Hq(C∗; O) = 0. We note that the restriction to each open set of the sheaf Ω i|j is simply
the direct sum of the sheaf O a certain finite number of times.

For example,

Ω1|1(U0 ∩ U1) = O(C∗)dγ δ(dψ) + O(C∗)ψdγ δ(dψ). (42)

Note that the symbols dγ δ(dψ) andψdγ δ(dψ) represent the generators of a vector space, then, each of the direct summands
can be treated separately. So, we see that a chain of Ω i|j (on C or C∗) is a cocycle if and only if each of the summands is a
cocycle, and it is a coboundary if and only if every summand is a coboundary. !

We now begin the computation of the main cohomology groups on P1|1. For Ȟ0 we have the following result:

Theorem 3. For integers n ≥ 0, the following isomorphisms hold

Ȟ0(P1|1, Ωn|0) ∼=
{
0, n > 0,
C, n = 0.

Ȟ0(P1|1, Ω−n|1) ∼= C4n+4,

Ȟ0(P1|1, Ω1|1) ∼= 0.

Proof.

• Let’s begin from Ȟ0(P1|1, Ω0|0). On U1, the sections of the sheaf have the structure:

f (γ̃ ) + f1(γ̃ )ψ̃ . (43)

On the intersection U0 ∩ U1 they transform in the following way:

f
(

1
γ

)
+ ψ

γ
f1

(
1
γ

)
. (44)
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So, the only globally defined sections (i.e. which can be extended also on P1|1) are the constants:

Ȟ0(P1|1, Ω0|0) ∼= C. (45)

• Let’s consider Ȟ0(P1|1, Ωn|0), with n > 0. On U1, the sections of the sheaf have the structure:
(
f0(γ̃ ) + f1(γ̃ )ψ̃

)
dγ̃ (dψ̃)n−1 +

(
f2(γ̃ ) + f3(γ̃ )ψ̃

)
(dψ̃)n. (46)

Since both dγ̃ and dψ̃ transform, by coordinate change, producing a term 1/γ 2, none of these sections can be extended
on the whole P1|1, except the zero section. So,

Ȟ0(P1|1, Ωn|0) ∼= 0. (47)

• Let us now compute Ȟ0(P1|1; Ω−n|1) for every integer n ≥ 0. On U1, the sections of the sheaf have the form:
(
f0(γ̃ ) + f1(γ̃ )ψ̃

)
δn(dψ̃) +

(
f2(γ̃ ) + f3(γ̃ )ψ̃

)
dγ̃ δn+1(dψ̃). (48)
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γ
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γ
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ψ

γ
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)
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f2
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1
γ

)
+ f3
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1
γ
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ψ

γ
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=
(
f0
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1
γ
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γ
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γ
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γ
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γ

)
γ n−1
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ψ
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γ
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ψ

γ
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dγ
γ 2
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)
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(
f0

(
1
γ

)
1
γ

+ f1

(
1
γ

)
ψ

γ 2
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σ01 of Ω

i|j
|U0∩U1

which cannot be written as differences σ0 − σ1, with σ0 defined on U0 and σ1 defined on U1. We have the
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Ȟ1(P1|1, Ω−n|1) ∼= 0,

Ȟ1(P1|1, Ω1|1) ∼= C.

Proof.

• Ȟ1(P1|1, Ω0|0) = {0}, since for every section on U1 ∩ U0 we have the structure:

f (γ̃ ) + f1(γ̃ )ψ̃, (52)

we can decompose the Laurent series of f and f1 in a singular part and in a holomorphic component. The singular part
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difference of sections on U0 and U1.
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• We now compute Ȟ1(P1|1, Ωn|0) for n > 0. A section on U0 is of the type

(f0(γ ) + f1(γ )ψ) dγ (dψ)n−1 + (f2(γ ) + f3(γ )ψ) (dψ)n

while a section on U1 is of the type
(
g0(γ̃ ) + g1(γ̃ )ψ̃

)
dγ̃ (dψ̃)n−1 +

(
g2(γ̃ ) + g3(γ̃ )ψ̃

)
(dψ̃)n.

All functions here are regular. A computation shows that, taking the difference of the two on U0 ∩ U1 and expressing
everything in the coordinates γ and ψ , gives us an expression of the type

(
f0(γ ) + g0(γ −1)γ −(n+1)) dγ (dψ)n−1 +

(
f1(γ ) + g1(γ −1)γ −(n+2) + g2(γ −1)γ −(n+1)) ψdγ (dψ)n−1

+
(
f2(γ ) − g2(γ −1)γ −n) (dψ)n +

(
f3(γ ) − g3(γ −1)γ −(n+1)) ψ(dψ)n.

It is clear that in the first row there are no terms of the type akγ −k with 1 ≤ k ≤ n, so this gives us n parameters for
an element of Ȟ1(P1|1, Ωn|0). Similarly, the second row gives us n parameters, the third gives us n − 1 and the fourth n.
This gives a total of 4n− 1. Notice now that in the above expression the coefficient of γ −(n+1) in the second rowmust be
equal to the coefficient of γ −n in the third row. This constraint on the terms of the above type gives us room for an extra
parameter in the elements of Ȟ1(P1|1, Ωn|0). We therefore have a total of 4n parameters.

• We compute in a similar way Ȟ1(P1|1, Ω−n|1) for n ≥ 0. A computation shows that a difference between a section on U0
and a section on U1 is of the type

(
f0(γ ) − g0(γ −1)γ n+1) δn(dψ) +

(
f1(γ ) − g1(γ −1)γ n) ψδn(dψ) +

(
f2(γ ) + g2(γ −1)γ n) dγ δn+1(dψ)

+
(
f3(γ ) + g0(γ −1)γ n + g3(γ −1)γ n−1) ψdγ δn+1(dψ).

It is clear that every section on U0 ∩ U1 is represented in such an expression. Therefore we have Ȟ1(P1|1, Ω−n|1) = 0.
• We see in a similar way that Ȟ1(P1|1; Ω1|1) = C, in fact the section on U0 ∩U1 which are not differences are all generated

by

ψdγ δ(dψ)

γ
. (53)

This completes the proof. !

Notice that Ȟ1(P1|1, Ωn+1|0) and Ȟ0(P1|1, Ω−n|1) have the same dimension. There is an interesting explanation of this
fact, in fact we can construct a pairing

Ȟ1(P1|1, Ωn+1|0) × Ȟ0(P1|1, Ω−n|1) → Ȟ1(P1|1, Ω1|1) ∼= C

as follows. As explained above, an element of Ȟ1(P1|1, Ωn+1|0) is of the type
(
f0(γ −1) + f1(γ −1)ψ

)
dγ (dψ)n +

(
f2(γ −1) + f3(γ −1)ψ

)
(dψ)n+1 (54)

where f0 and f1 are polynomials of degree at most n + 1, while f1 and f2 can be chosen to be respectively of degree at most
n + 2 and n or both of degree at most n + 1. An element of Ȟ0(P1|1, Ω−n|1) is of the type

(g0(γ ) + g1(γ )ψ) δn(dψ) + (g2(γ ) + g3(γ )ψ) dγ δn+1(dψ), (55)

where g0 is a polynomial of degree n + 1, g1, . . . , g3 are polynomials of degree n and the coefficients of maximal degree in
g0 and g3 are opposite to each other. Now recall that we have a pairing

Ωn+1|0 × Ω−n|1 → Ω1|1

obeying the rules explained in Section 4. For instance

〈dγ (dψ)n, δn(dψ)〉 = (−1)nn! dγ δ(dψ),

〈(dψ)n+1, dγ δn+1(dψ)〉 =− (−1)n(n + 1)! dγ δ(dψ),

〈dγ (dψ)n, dγ δn+1(dψ)〉 =〈 (dψ)n+1, δn(dψ)〉 = 0.

It can be checked that this product descends to a pairing in cohomology. We have the following

Lemma 5. On P1|1 the above product in cohomology is non-degenerate.
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Defined in terms of the this pairing 



R. Catenacci et al. / Journal of Geometry and Physics 62 (2012) 890–902 899

Proof. The product between (54) and (55) is cohomologous to the expression

(−1)nn! ((f0g1 + f1g0) − (n + 1)(f2g3 + f3g2)) ψ dγ δ(dψ). (56)

We have to prove that if (55) is arbitrary and non zero, then we can chose f0, . . . , f3 so that the above expression is
cohomologous to (53). We can assume one of the g0, . . . , g3 to be non zero. If g0 "= 0, let ak be the coefficient of highest
degree in g0, hence k ≤ n + 1. Define

f1 = Cγ −k+1,

and f0, f2, f3 to be zero. Then, for suitably chosen C "= 0 we can easily see that (56) is cohomologous to (53). Notice also that
k + 1 ≤ n + 2, so the choice of f0, . . . , f3 gives a well defined element of Ȟ1(P1|1, Ωn+1|0). Similar arguments hold when
g1, g2 or g3 are not zero. !

A consequence of this lemma is that Ȟ1(P1|1, Ωn+1|0) and Ȟ0(P1|1, Ω−n|1) are dual to each other. This explains why they
have the same dimension.

6. Super de Rham cohomology

Wenow briefly describe smooth and holomorphic de Rham cohomologywith respect to the d differential on superforms.
On a fixed complex supermanifold Mn|m we denote by Ai|j and Ω i|j respectively the sheaf of smooth and holomorphic

superforms of degree iwith picture number j and byAi|j and!i|j the global sections of these sheaves. As usual for superforms,
i can also have negative values. On A∗|j (or locally on A∗|j) we can define the exterior differential operator d : Ai|j → Ai+1|j

which satisfies the following rules:

1. d behaves as a differential on functions;
2. d2 = 0;
3. d commutes with δ and its derivatives, and so d(δ(k)(dψ)) = 0.

Similarly, the same operator d is defined on!∗|j, and behaves as the ∂ operator on holomorphic functions (since ∂ always
vanishes).

It is easy to verify that, on the intersection of 2 charts, d commuteswith the pull-backmapΦ∗ expressing the ‘‘coordinate
changes’’. This is due to the particular definition of the pull-back of the differentials, and it implies that d is well defined and
it does not depend on coordinate systems.

As an example, we prove it on P1|1 in the holomorphic case, leaving to the reader the easy generalization to every other
super-projective space.

• We know that Φ∗(γ̃ ) = 1
γ
, so it’s easy to see that d

(
1
γ

)
= Φ∗d(γ̃ ) = − 1

γ 2 dγ .

• We know that Φ∗(ψ̃) = ψ

γ
, so it’s easy to see that d

(
ψ

γ

)
= Φ∗d(ψ̃) = − 1

γ 2 dγ ψ + dψ
γ
.

• We know that Φ∗δ(dψ̃) = γ δ (dψ) − dγ ψδ′(dψ). Then, Φ∗d(δ(dψ̃)) = 0.
But, d(Φ∗δ(dψ̃)) = d(γ δ (dψ) − dγ ψδ′(dψ)) = dγ δ (dψ) + dγ dψ δ′(dψ) = 0.

Now (A∗|j(M), d) and (!∗|j(M), d) define complexes, whose cohomology groups we call respectively the smooth and
holomorphic super de Rham cohomology groups:

Definition 6. If Zi|j is the set of the d-closed forms in Ai|j, and Bi|j = dAi−1|j. Then, the i|j-th smooth de Rham cohomology
group is the quotient of additive groups:

Hi|j
DR(M

n|m) = Zi|j

Bi|j . (57)

Similarly we define the holomorphic de Rham cohomology groups which we denote by Hi|j
DR(M

n|m, hol).

We now calculate the holomorphic super de Rham cohomology of Cm|n.
Let’s call {γ1, γ2, . . . , γm} the even coordinates and {ψ1, ψ2, . . . ,ψn} the odd coordinates of Cm|n.
Clearly the following forms are closed:

(a) 1;
(b) {dγi}, i ∈ {1; 2; . . . ,m};
(c) {dψj}, j ∈ {1; 2; . . . ; n};
(d) {dγh · ψk + γhdψk = d(γh · ψk)}, h ∈ {1; 2; . . . ,m}, k ∈ {1; 2; . . . , n};
(e) {δ(k)(dψa)}, a ∈ {1; 2; . . . ; n} and k ∈ N;
(f) {ψbδ(dψb)}, b ∈ {1; 2; . . . , n}.

R. Catenacci et al. / Journal of Geometry and Physics 62 (2012) 890–902 899

Proof. The product between (54) and (55) is cohomologous to the expression

(−1)nn! ((f0g1 + f1g0) − (n + 1)(f2g3 + f3g2)) ψ dγ δ(dψ). (56)

We have to prove that if (55) is arbitrary and non zero, then we can chose f0, . . . , f3 so that the above expression is
cohomologous to (53). We can assume one of the g0, . . . , g3 to be non zero. If g0 "= 0, let ak be the coefficient of highest
degree in g0, hence k ≤ n + 1. Define

f1 = Cγ −k+1,

and f0, f2, f3 to be zero. Then, for suitably chosen C "= 0 we can easily see that (56) is cohomologous to (53). Notice also that
k + 1 ≤ n + 2, so the choice of f0, . . . , f3 gives a well defined element of Ȟ1(P1|1, Ωn+1|0). Similar arguments hold when
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A consequence of this lemma is that Ȟ1(P1|1, Ωn+1|0) and Ȟ0(P1|1, Ω−n|1) are dual to each other. This explains why they
have the same dimension.

6. Super de Rham cohomology

Wenow briefly describe smooth and holomorphic de Rham cohomologywith respect to the d differential on superforms.
On a fixed complex supermanifold Mn|m we denote by Ai|j and Ω i|j respectively the sheaf of smooth and holomorphic

superforms of degree iwith picture number j and byAi|j and!i|j the global sections of these sheaves. As usual for superforms,
i can also have negative values. On A∗|j (or locally on A∗|j) we can define the exterior differential operator d : Ai|j → Ai+1|j

which satisfies the following rules:

1. d behaves as a differential on functions;
2. d2 = 0;
3. d commutes with δ and its derivatives, and so d(δ(k)(dψ)) = 0.

Similarly, the same operator d is defined on!∗|j, and behaves as the ∂ operator on holomorphic functions (since ∂ always
vanishes).

It is easy to verify that, on the intersection of 2 charts, d commuteswith the pull-backmapΦ∗ expressing the ‘‘coordinate
changes’’. This is due to the particular definition of the pull-back of the differentials, and it implies that d is well defined and
it does not depend on coordinate systems.

As an example, we prove it on P1|1 in the holomorphic case, leaving to the reader the easy generalization to every other
super-projective space.

• We know that Φ∗(γ̃ ) = 1
γ
, so it’s easy to see that d

(
1
γ

)
= Φ∗d(γ̃ ) = − 1

γ 2 dγ .

• We know that Φ∗(ψ̃) = ψ

γ
, so it’s easy to see that d

(
ψ

γ

)
= Φ∗d(ψ̃) = − 1

γ 2 dγ ψ + dψ
γ
.

• We know that Φ∗δ(dψ̃) = γ δ (dψ) − dγ ψδ′(dψ). Then, Φ∗d(δ(dψ̃)) = 0.
But, d(Φ∗δ(dψ̃)) = d(γ δ (dψ) − dγ ψδ′(dψ)) = dγ δ (dψ) + dγ dψ δ′(dψ) = 0.

Now (A∗|j(M), d) and (!∗|j(M), d) define complexes, whose cohomology groups we call respectively the smooth and
holomorphic super de Rham cohomology groups:

Definition 6. If Zi|j is the set of the d-closed forms in Ai|j, and Bi|j = dAi−1|j. Then, the i|j-th smooth de Rham cohomology
group is the quotient of additive groups:

Hi|j
DR(M

n|m) = Zi|j

Bi|j . (57)

Similarly we define the holomorphic de Rham cohomology groups which we denote by Hi|j
DR(M

n|m, hol).

We now calculate the holomorphic super de Rham cohomology of Cm|n.
Let’s call {γ1, γ2, . . . , γm} the even coordinates and {ψ1, ψ2, . . . ,ψn} the odd coordinates of Cm|n.
Clearly the following forms are closed:

(a) 1;
(b) {dγi}, i ∈ {1; 2; . . . ,m};
(c) {dψj}, j ∈ {1; 2; . . . ; n};
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All other closed forms are products and linear combinations of these with coefficients some holomorphic functions in the
even coordinates. Observe that {ψbδ(dψb)}, with b ∈ {1; 2; . . . , n} are not exact. A calculation shows that the holomorphic
super de Rham cohomology Hi|j(Cm|n, hol) is zero whenever i > 0, it is generated by 1 when i = j = 0, by {ψbδ(dψb)}when
i = 0 and j = 1 and by their j-th exterior products when i = 0 and j ≥ 2. Similarly we can compute the smooth de Rham
cohomology of Rm|n.

Remark 7. In particular, we see that the super-vector space Cm|n (or Rm|n) does not satisfy the Poincarè lemma, since its
de Rham cohomology is not trivial. The forms {ψiδ(dψi)} can be seen as even generators of the ‘‘odd component’’ of the
cohomology.

As an example we compute the holomorphic de Rham cohomology of P1|1. We have:

Theorem 8. For n ≥ 0, the holomorphic de Rham cohomology groups of P1|1 are as follows:

Hn|0
DR (P1|1, hol) ∼=

{
0, n > 0,
C, n = 0.

H−n|1
DR (P1|1, hol) ∼=

{
0, n > 0,
C, n = 0.

H1|1
DR (P1|1, hol) ∼= 0.

Proof. We have given explicit descriptions of global sections of the sheaves Ω i|j in Theorem 3 and therefore it is a rather
straightforward computation to determinewhich forms are closed andwhich are exact in terms of the coefficients describing
the forms (see formulas (46) and (48)). We leave the details to the reader. Notice that H0|1

DR (P1|1, hol) is generated by the
closed form ψδ(dψ) which is globally defined on P1|1. !

Now consider a general smooth super manifoldMn|m. OnM we can define the pre-sheaf which associates to every open
subset U ⊂ M the smooth super de Rham i|j-cohomology group of Un|m and we denote the corresponding sheaf by H i|j. If
follows from the above remark thatH i|j is the constantC-sheaf when i, j = 0, a non zero sheaf when i = 0 and j > 0 and the
zero sheaf otherwise. It makes therefore sense to consider the Čech cohomology groups which we denote by Ȟp(Mn|m, H i|j)
(which are zero when i > 0). Recall that a good cover is an open covering Uα of M such that every non-empty finite
intersection Uα0 ∩ Uα1 ∩ · · · ∩ Uαp is diffeomorphic to Rn. We can now prove a generalization of the classical equivalence of
Čech and De Rham cohomology.

Theorem 9. Given a supermanifold Mn|m, for i ≥ 0 we have the following isomorphism

Hi|j
DR(M

n|m) ∼= Ȟi(Mn|m, H0|j). (58)

Proof. For the proofwe canuse the samemethodused in [13] for the classical equivalence ofČech andDeRhamcohomology.
Let us fix a good cover U = {Uα} ofM . For integers p, q ≥ 0, let us set

Kp,q = Cp(Aq|j, U), (59)

where the righthand side denotes the usual p-cochains of the sheaf Aq|j, with respect to the covering U. Then we can form
the double complex (K , d, δ), where K = ⊕p,q≥0 Kp,q and the operators are the usual exterior differential operator d and the
Čech co-boundary operator δ. From this double complex one can construct two spectral sequences (Ep,q

r , dr) and (E
′p,q
r , dr)

both converging to the total cohomology HD(K) of the double complex (see [13]). We have that

Ep,q
2 = Ȟp(Hq|j

DR(A
q|j), U) = Ȟp(Mn|m, Hq|j). (60)

In particular Ep,q
2 = 0 when q > 0, therefore (Ep,q

r , dr) stabilizes at r = 2. On the other hand we have

E
′p,q
2 = Hq

DR(Ȟ
p(Aq|j, U)). (61)

We can easily see that the sheaves are fine i.e. that

Ȟ0(Aq|j, U) = Aq|j (62)

and

Ȟp(Aq|j, U) = 0 when p > 0. (63)
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n|m) ∼= Ȟi(Mn|m, H0|j). (58)

Proof. For the proofwe canuse the samemethodused in [13] for the classical equivalence ofČech andDeRhamcohomology.
Let us fix a good cover U = {Uα} ofM . For integers p, q ≥ 0, let us set

Kp,q = Cp(Aq|j, U), (59)

where the righthand side denotes the usual p-cochains of the sheaf Aq|j, with respect to the covering U. Then we can form
the double complex (K , d, δ), where K = ⊕p,q≥0 Kp,q and the operators are the usual exterior differential operator d and the
Čech co-boundary operator δ. From this double complex one can construct two spectral sequences (Ep,q

r , dr) and (E
′p,q
r , dr)

both converging to the total cohomology HD(K) of the double complex (see [13]). We have that

Ep,q
2 = Ȟp(Hq|j

DR(A
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2 = Ȟp(Hq|j

DR(A
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p(Aq|j, U)). (61)

We can easily see that the sheaves are fine i.e. that
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Čech and De Rham cohomology.

Theorem 9. Given a supermanifold Mn|m, for i ≥ 0 we have the following isomorphism

Hi|j
DR(M

n|m) ∼= Ȟi(Mn|m, H0|j). (58)

Proof. For the proofwe canuse the samemethodused in [13] for the classical equivalence ofČech andDeRhamcohomology.
Let us fix a good cover U = {Uα} ofM . For integers p, q ≥ 0, let us set

Kp,q = Cp(Aq|j, U), (59)

where the righthand side denotes the usual p-cochains of the sheaf Aq|j, with respect to the covering U. Then we can form
the double complex (K , d, δ), where K = ⊕p,q≥0 Kp,q and the operators are the usual exterior differential operator d and the
Čech co-boundary operator δ. From this double complex one can construct two spectral sequences (Ep,q

r , dr) and (E
′p,q
r , dr)

both converging to the total cohomology HD(K) of the double complex (see [13]). We have that

Ep,q
2 = Ȟp(Hq|j

DR(A
q|j), U) = Ȟp(Mn|m, Hq|j). (60)

In particular Ep,q
2 = 0 when q > 0, therefore (Ep,q

r , dr) stabilizes at r = 2. On the other hand we have

E
′p,q
2 = Hq

DR(Ȟ
p(Aq|j, U)). (61)

We can easily see that the sheaves are fine i.e. that

Ȟ0(Aq|j, U) = Aq|j (62)

and

Ȟp(Aq|j, U) = 0 when p > 0. (63)

where the constant sheaf is 
generated by the integral 
forms extended globally 
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The latter identity can be proved using standard partitions of unity relative to the covering U of the underlying smooth
manifoldM . Therefore we conclude that (E

′p,q
r , dr) also stabilizes at r = 2 and E

′p,q
2 = 0 when p > 0 and

E
′0,q
2 = Hq|j

DR(M
n|m). (64)

The theorem is then proved by using the fact that the two spectral sequencesmust converge to the same thing and therefore

Hq|j
DR(M

n|m) = E
′0,q
2

∼= Eq,0 = Ȟq(Mn|m, H0|j). ! (65)

Itmay happen the sheafH0|j is actually a constant sheaf, for instance on projective superspacesPn|m the forms {ψiδ(dψi)}
are globally defined. In this case, as a corollary of the above result, we obtain a sort of ‘‘Kunneth formula’’ for the super de
Rham cohomology on supermanifolds.

Corollary 10. Let Mn|m be a supermanifold, such that H0|j is a constant sheaf, (e.g. when the locally defined forms {ψiδ(dψi)}
extend globally). Then the de Rham cohomology of Mn|m is:

H∗|j
DR(M

n|m) = H∗
DR(M) ⊗ H0|j. (66)

Proof. The map ψ : H∗
DR(M) ⊗ H −→ H∗

DR(M
n|m) given by multiplication is a map in cohomology. It is easy to show that,

if γ is an element of H∗
DR(M) and ω is an element of H , then γω is an element of H∗

DR(M
n|m). Moreover, if γ and γ ′ are

cohomologous in H∗
DR(M), then γω and γ ′ω are cohomologous in H∗

DR(M
n|m): if γ − γ ′ = df , then γω − γ ′ω = d(fω),

since dω = 0. Now, we proceed by induction on the number of open sets of the good cover of M . Obviously, if this number
is equal to 1, thenM = Rn, and the thesis is true for the study we have performed above. We have to prove the truth of the
thesis for an integer s, knowing that it is true for s − 1. So, let M be covered by s open sets forming a good cover. Then, we
can call U one of them, and V the union of the remaining ones. We know that the thesis is true on U; V and U ∩ V . We will
call Um|n and Vm|n the open sets U and V endowed with the corresponding graded sheaves. Let k; p be two integers; by the
usual Mayer–Vietoris sequence,

· · · −→ Hp(U ∪ V ) −→ Hp(U) ⊕ Hp(V ) −→ Hp(U ∩ V ) −→ · · · . (67)

If Hq are the elements of H of degree ·|q, we have the following exact sequence:

· · · −→ Hp(U ∪ V ) ⊗ Hq −→ (Hp(U) ⊗ Hq) ⊕ (Hp(V ) ⊗ Hq) −→ (Hp(U ∩ V ) ⊗ Hq) −→ · · · . (68)

Summing up, we find that the following sequence is exact:

· · · −→
⊕

p+q=k

Hp(U ∪ V ) ⊗ Hq

−→
⊕

p+q=k

(Hp(U) ⊗ Hq) ⊕ (Hp(V ) ⊗ Hq)

−→
⊕

p+q=k

(Hp(U ∩ V ) ⊗ Hq) −→ · · ·

where the sum is performed over p, q.
The following diagram is commutative:

⊕

p+q=k

Hp(U ∪ V ) ⊗ Hq →
⊕

p+q=k

(Hp(U) ⊗ Hq) ⊕ (Hp(V ) ⊗ Hq) →
⊕

p+q=k

(Hp(U ∩ V ) ⊗ Hq)

↓ ψ ↓ ψ ↓ ψ

Hk(Mn|m) → Hk(Un|m) ⊕ Hk(Vn|m) → Hk((U ∩ V )n|m)

The commutativity is clear except possibly for the square:

⊕(Hp(U ∩ V ) ⊗ Hq) −→d∗ ⊕Hp+1(U ∪ V ) ⊗ Hq

↓ ψ ↓ ψ

Hk((U ∩ V )n|m) −→d∗
Hk+1(Mn|m)

Let ω ⊗ φ be in (Hp(U ∩ V ) ⊗ Hq). Then, ψd∗(ω ⊗ φ) = (d∗ω) · φ and d∗ψ(ω ⊗ φ) = d∗(ωφ).
If {ρU ; ρV } is a partition of unity subordinate to {U; V }, then d∗ω = −d(ρVω) and d∗(ωφ) = −d(ρVωφ) on U , while

d∗ω = d(ρUω) and d∗(ωφ) = d(ρUωφ) on V . Note that −d(ρUωφ) = d(ρVωφ) on U ∩ V , since both ω and φ are closed. So,
d∗(ωφ) is a global section of the sheaf ofMn|m.

R. Catenacci et al. / Journal of Geometry and Physics 62 (2012) 890–902 901

The latter identity can be proved using standard partitions of unity relative to the covering U of the underlying smooth
manifoldM . Therefore we conclude that (E

′p,q
r , dr) also stabilizes at r = 2 and E

′p,q
2 = 0 when p > 0 and

E
′0,q
2 = Hq|j

DR(M
n|m). (64)

The theorem is then proved by using the fact that the two spectral sequencesmust converge to the same thing and therefore

Hq|j
DR(M

n|m) = E
′0,q
2
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which is the analogous of the Čech-de Rham isomorphism.  



Now we can use the above geometrical setting in
superstring amplitudes -- we define the PCO as follows

1) -- BRST invariant 
2) -- Any change of the gauge paramenters      :
3) -- It changes the picture, but 
       what is the picture in this context?

Ci
α

Given a vertex operator U (n) = λα1 . . . λαnAα1...αn(x, θ)

(and {Q, θα} = λα)

Using the usual “dictionary”   Q ↔ d and λα ↔ dθα we have 

U (n) = dθα1 . . . dθαnAα1...αn(x, θ)

µ(λ0, θ0) =
11∏

i=1

(Ci
αθα)δ(Ci

αλα)

δCαµ = {Q, θαCβθβδ′(Cγλγ)}



Path integral on zero modes

∫
dnx0d

mθ0Dλ0

∏

k

U (k) Theory Integration 
of Superforms on Supermanifold

(Baranov-Schwarz-Bernstein-Leites-Voronov)

• For a bosonic manifold              ,      a top form          such that any diff. of 
the manifold                                   , namely it transforms as a measure.

• For a superspace                ,     a top form in  the space of superforms 
that transforms as Berezinian 

M(n) ∃ ωn
ω′

n = DetJωn

M(n|m) ! ∃

The insertion of the cohomology sheafs 

ω ∈ Ω•(M)

C∞
(
M̂

)
= Ω•(M)

dxi → θi

µ̂ = dxi1 ∧ . . . ∧ dxin ∧ dθi1 ∧ . . . ∧ dθin

ω̂ ∈ C∞
(
M̂

)

∫

M̂
ω̂ =

∫

M
ω

dθi ∧ dθj = dθj ∧ dθi

dxI

C2|1

θi0δ(dθ
i
0)

1

solves all problems.



d = dθαDα + (dxm + θγmdθ)∂m

Cartan Calculus

Even/Odd Vector fields:     

v = vαDα + vm∂m
vα

vm
odd/even
even/odd

with

Even ιv , ι2v = 0 , Lv = dιv + ιvd

ιṽ , ι2ṽ != 0 , Lṽ = dιṽ − ιṽdOdd

Finally, 

δ(ιṽ) =
∫ ∞

−∞
dt eitιṽ Γṽ =

[
d, Θ(ιṽ)

]



The last equation translates into the PCO 
operators for multiloop string computations 

Z(X) =
[
Q, Θ(X)

]
=

[
Q, X

]
δ(X)

where X is a generic field constructed 
in terms of zero modes

★The same analysis can be also performed for RNS superstring 
where the there are 2-d super-Riemann surfaces

★It is useful for twistor string theory to explain the measure for 
the open sector of the theory

★It is important for Non-Renormalization theorems in 10d and 
11d (for supermembranes and topological theories)



• Rigorous formulation of integration theory for superforms

• Derivation of  Cech de Rham isomorphisms for supermanifolds

• Thom Class and Integration on Sub-Supermanifolds (with M. Marescotti)

• SuperBalanced Varieties and Properties

• Dualities for Super-Cohomologies 

• Embedding of a bosonic manifold in a Super-Calabi-Yau manifolds and 
topological strings

• Pure Spinor Superstring Perturbation theory and multiloop computations 
(with P. Vanhove). 

• Fermionic T-dualities and Super-Cohomologies (Sigma models computations) 

Our Results



• Supergeometry is a powerful tool for 
several applications, here I used it to 
motivate the construction of multiloop 
amplitudes in Pure Spinor Superstrings

• Recent developments by E. Witten for 
string perturbation theory  in RNS 
formalism

• Applications to Super-Calabi-Yau as the 
coset manifold PSU(4|4)/SU(3|4) related to 
AdSxS spaces.  

Conclusions


