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LIT Fundamentals
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» Provide IT services
necessary for the
fulfillment of the JINR
Topical Plan|on Research
and International
Cooperation injan efficient
and effective manner

Mathematical
and software
support

» Building world-class
competence in IT and
computational physics

Corporative
information
system

» 24/7 support of computing
infrastructureland services
such availahility is called
nonstop servite

Training,
education and
user support

IT-infrastructure is one of the
I»IR basic facilities
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CERN LHCOPN 20Gbps
CERN LCHONE 10Gbps
GLORIAD 10Gbps
RUNNet 10Gbps
RBNet 10Gbps

RadioMSU 10Gbps

JINR-GW-1
BLTP

Comprises 7955 [computers & nodes
Users — 4099, [P - 12568

Remote VPN users - 864

E-library= 1435, mail.jinr.ru-2000
High-speed transport (10 Gb/s)

NRC-KI 20Gbps
RUHEP 10Gbps

Dubna Clients 1Gbps

# 20Gbps
A4—p 1Gbps

Controlled-access at network entrance.

General network authorization system involves
basic services (Kerberos,AFS, batch systems, JINR
LAN remote access, etc.)

IPDB database - registration and the authorization
of the network elements and users, visualization of
statistics of the network traffic flow, etc.
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LHC Computing Model

Tier-2 sites
(about 160)

Tier-0 (CERN):
Data recording
*Initial data

reconstruction
*Data distribution

Tier-1 sites

10 Gbs inks

Tier-1 (>14 centres):
*Permanent storage
*Re-processing
* Analysis
«Simulation

Tier-2 (>200 centres):
« Simulation
» End-user analysis



Combined (sum of experiments)
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CESGA 'EGI View': / normcpu / 2014:10-2015:5 / COUNTRY-VO / |hc (x) / GRBAR-LIN / |

COUNTRY Normalised CPU time (kSI2K) per COUNTRY

Others

Canada
Czech Republic

France
United States of Americaﬂ
Germany
United Kingdom
Italy

Switzerland
Sweden
Spain

Netherlands

Russia
South Korea

- 26,419,964,640 Russia- 1,132,803,028

904,233,970 29,385,350




Russia Normalised CPU time (kSI2K) per SITE

Others
RU-SPbSU ITEP
RU—Protvmo—IHEP-—\ﬂ JINR-LCG2

ru-PNPI

LJINR—TI

RRC-KI-T1

RRC-KI
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March 2015
* LHCOPN
e 2400 cores (~ 30 kHS06)
* 5 PBtapes (IBM T$3500)
* 2,4 PBdisk
* Close-coupled, chilled water
cooling InRow
* Hot and cold air containment
system
*  MGE Galaxy 7000 — 2x300 kW
energy efficient solutions 3Ph
power protection with|high

adaptability

% Uninterrupted
' power
n 1upply

LHCOPN




Inauguration of Tierl CMS center in LIT JINR




Tier-1 CMS Development

March 2015

4 PB disk
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2400 cores (~ 30 kHS06)
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. HybrilIT heterogeneous computing cluster: current state

896 Gb

Disk storage 57 Tbyte
Ethernet
InfiniBand 40 Gb/s
L Peak performance for floating point computations

single precision 77 TFLOPS
double precision 29 TFLOPS

Power consumption: 7 kW

Operating system: Scientific Linux 6.5
File systems: EOS and NFS
Batch system: SLURM

hYBRI“lIHlH =rogene LIT/JINR

About | Resources | Users | Support| News

Hardware Software Tutorial




Parallel computing on HybriLIT

Comparison of the methods at one lattice scale:

L 2 smearing b ¢ cooling Wilson flow

Parallel computing for QCD problems:
F. Burger(IP, HU, Berlin, ), 2 ZZ?&&

M. Miiller-Preussker (IP HU, Berlin, Germany), o ' .
E.-M. llgenfritz (BLTP& VBLHEP, JINR), gl
A. M. Trunin (BLTP JINR) N X

http://theor.jinr.ru/~diastp/summer14/program.html#posters 22 100b———u " 25 33 o T/ T,

i 4

~~  Parallel computing for investigation of

= Bose-systems:
Alexej I. Streltsov (“Many-Body Theory of Bosons™ group at
o1 . - CQD, Heidelberg University, Germany),

Oksana I. Streltsova (LIT JINR)

Parallel computing for Technical problems:

A. Ayriyan (LIT JINR), J. Busa Jr. (TU of Kdsice, Slovakia),

E.E. Donets (VBLHEP, JINR),
H. Grigorian (LIT JINR,;Yerevan State University, Armenia),
J. Pribis (LIT JINR; TU of Kosice, Slovakia)

arXiv:1408.5853

Vx), p(x), mpi(x)

coordinate




Training courses on HybriLIT hYBRI | Il

|
- R
eon phi )
g | von] BN paricipants
. OpenCL From MongOIia,
- Romania,
Russia

International Conference for Young Scientists
«MODERN PROBLEMS OF APPLIED
MATHEMATICS & COMPUTER SCIENCE»

Ukraine, Russia

Participants from Infia, Germany, Japan, Ireland, Austria,

Dubna International Advanced School of Theoretical Physics
Helmholtz International Summer School

More students|and young scientists from Germany, India, Mongolia, Ukraine, Romania,
Bulgaria, Moldova | Egypt...



JINR cloud service: current state

JINR network Internet

IA |

i

“@:

s
QA s web-sites helpdesk
NOVA development
OpenNebula (el

development testbed
HybriLIT testbed 1

e r1r 1 1 11

services oy A \/J
OpenNebula PanDA L‘;a

- NICA development testbed HEPweb
testbed testbed 1

o

FN — front-end noc
CNs — cloud node;s

JJ

P00 W) ma g

[ Users VMs " BES-1cuog
Cloud characteristics:

Number of users; 74 t}ju ?im:)‘%
Number of running VMs: 81

Number of cores] 122
Occupied by VMs: 13
Total RAM capacity} 252 GB
RAM occupied by V(Ms: 170 GB




oud and heterogeneous cluster
development

JINR subnetworks with public IPs IP AZ
private cloud

JINR network ¥

.‘I-
.I-

private cloud

Changes:

« high availability for cloud core
and web-interfaces as well as DB
backend

< . i &
. storage based on distributed * Yo 'arw p?\f
¢ L ke

=
=
2

%
=
2

network filesystem (16 TB in total
or 8 TB with redundancy=2)

« +80 cores, +160 GB of RAM

« +tVMs with private IPs

HA FNs — highly-available front-end « connected with external private

nodes clouds
CNs — cloud nodis

SNs — storage nade
IP AZ — Institute of physics (Azerbaijan)

[72)




JINR distributed cloud grid-infrastructure for training and research
a0\

There is a demand in special infrastructure what

MPI
grid OEVEIOPIMENT, 1€ v
clusters technologies in distributed
b 8 computing and data management.
vEneomponenteor  Such infrastructure was set up at LIT integrating
data @Y pees e EBEEl  the JINR cloud and educational grid
~ cloud COMPUNEENT At ) ] .
management & / MENEEEMEnt Infrastructure of the sites located at the following

eetinologles organizations:

J cvadlualluU U

grld | dESktOp
clusters grid

» Institute of High-Energy Physics (Protvino,
Moscow region),

» Bogolyubov Institute for Theoretical
B | B =P Py =) Physics (Kiev, Ukraine),
1AL A 4 | L aub otad | r=l kel -~ 8 > National Technical University of Ukraine
"Kyiv Polytechnic Institute" (Kiev, Ukraine),
|l >L.N. Gumilyov Eurasian National
8 University (Astana, Kazakhstan),
¥ > B.\erkin Institute for Low Temperature
Physics and Engineering of the National
""""""""""""""""""""""""""""""""""""" Academy of Sciences of Ukraine
(Kharkov,Ukraine),
» Institute of Physics of Azerbaijan National
Academy of Sciences (Baku, Azerbaijan)




JINR Computing Centre for Data Storage,
Processing and Analysis

Gene puting Cluster Grid-Infrastructure: JINR-LCG2 Tier2 Site
Local users (no grid) JINR-CMS Tierl Site

Sharing of the resources according to the Usage summary of the JINR Tier2 grid-infrastructure by
processing time among the divisions of the virtual organizations of RDIG/WLCG/EGI (2014-2015)
Institute and user groups jin 2015.

JINR Tier-2
~ 7 million jobs
~220 million HEPSPEC06-hours

biomed _~
1%

Usage of Tierl centers by the CMS experiment
(last month)

CPU usage by department, core * hours

Distribution of B VBLHEP (58.9%)
I d WLt
cloud resources DLNP (6

among the I NICA (14

Laboratories and W BES3 (0.9%) JINR Tier-1 CMS
JINR groups in 617 413 jobs

2015.

T1_US_FNAL
34,46%

T1_RU_JINR
10,27%

T1_IT_CNAF

16,84% T



Development of management system
for NICA project

[#12: Byctep HUKA

[*13: HyknoTpoH roa: 2014
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'e: eTekTop BM@N Ikeapran | II keapran

HauMeHOBaHKe CTaTbu PacXo[0B

*7: QeTexktop MPD $ $

[+8: leTekTop SPD HICA-MPD, 71065

[#19: Hay4HO-TeXHONMOrNYeckan 6asa cGOpKM, 1 |HWP 1 NpoekTHele pagoTsl (CT.10, 18) 21557
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#111: MucppacTpykTypa komnnekca HUKA 4 |MHTC (cr4.) 65 000

12: HekanuTanuampyemble 3aTparbl

BCErO T.1065: 5004 774 453484

A

Solution of tasks on processing, storage and
security of petabyte data volume of
experiments on NICA complex

Aim: get optimal configuration of processors, tape
drives, and changers for data processing

¥ NokaswieaTs Ton | PHEAHCOBRE saTpars mo moncucreman NICA MPD (21065) sa 2014 ron #a 08.09.2014 mw 7
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00 A Server Slte forT1
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Current status:
UFinancial planning and cost control — in production;
UDistributed collection of earned value data — in production;
Qlinstallation of CERN’s EVM system at JINR and system
integration — finished, in production;

UDevelopment of subsystem for versioning of plans — in progress.

Job & data flow scheme of TO-T1 NICA-MPD

Under study structure composition:
v'Tape robot,

v'Disk array,

v'CPU Cluster.




China collaboration

Za\ II

LIT team is a key developer of the BES-III

distributed computing system O D I R AC

A prototype of BES-IIl Grid has been built (9 sites THE INTERWARE |
including IHEP CAS and JINR). Main developments have [ oo TOEEEE
been done at IHEP and JINR. The Grid is based on DIRAC s il Lo

IHEPD-USER IHEPD-USER 2,678

interware. IHEPD-UISER 1INR-USER 16.316

IHEPD-USER USTC-USER 15.932

M on ito ri n g IHEPD-USER WHU-USER 6.728

JINR-JSER IHEFD-USER 14,322

- BES-11I grid monitoring system is operational since MRS IDRLSR 24

JINRAJSER USTC-LISER 14.827

Februa ry 2014. TINR-USER WHU-USER 8.516

. o . USTC-USER IHEPD-USER 3677
- Implementation of the new monitoring system based on [ wscussxe  mwases 17,855

USTC-USER USTC-LISER 2.746

DIRAC RSS service are in progress eevem s cs 5

BEENGENENDENNEEENERER
IENEEENEEEEENEEENERER-
. INNNEENEREEEREEEEEEER

WHU-UJSER IHEPD-USER 5.727

Job management woER e

WHU-USER USTC-LISER 9,199

- Advising on the CE's installation and management WHUUSR  WHUUSER 2082
- BES-1ll jobs can be submitted on JINR cloud service now

Availability

(=] Host monitoring

Data m a n a e m e nt Site Host 291 2447 29H1 24HRz 48H! 4BH 48H| 48HRz Weel Weel Weel WeekF
BESIHEPPES.cn  gricthi02.ihep ac.cn 2 100 100

- Installation package for Storage Element was adopted ~ =s=0 i 00 T o
for BES-III Grid e

BES.LMN.us n.edu Lo

- Solution on dCache-Lustre integration was provided for I e

BES.JINR.1U u .00

main data storage in IHEP u

BES.IHEP-CLOU. .00

BES.WHU.cn 5 6 6 6 .00

- Research on the alternative DB and data management =

BES.IHEP-CLOU. 3254687 100
BES.IHEP-CLOU. 6 .00

service optimization is in progress S

Infrastructure
- Creation of the back-up DIRAC services for BES-IIl grid at
JINR is in progress




Worldwide LHC Computing Grid (WLCG)

infrastructure of regional centers for processing, storage and
analysis of data of the LHC physical experiments.

The grid-technologies are a basis for constructing
his infrastructure.

A protocol between CERN, Russia and JINR on participation in
the LCG project was signed in 2003. MoU about participation
in the WLCG project was signed in 2007.

e

Tasks of the e Creation of a complex of tests for WLCG software

Russia n centers e Introduction of WLCG services for experiments
e Development of WLCG monitoring systems

d nd JINR Wlth in e Development of simulation packages for experiments
WLCG : e Creation of a Tierl center in Russia

\_




JINR activity at WLCG project

. Partici ation in development of software for ATLAS,
ALICE, CMS

e Development WLCG Dashboard

* Global data transfer monitoring system for WLCG
infrastructure

* NOSQL storage

* Integration GRID, Cloud, HPC

* Local and global Monitoring of Tier3 centers
e Development of DDM, AGIS for ATLAS

e GENSER & MCDB

28



WLCG Google Earth Dashboard
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Entering into the era of Big Data

Whereis LHC in Big Data Terms?

3 [Bavomzore]
ONQJress

Climate

DB Facebook upls

180PB/ye

Google search @

YouTube Digite
15PBlyr health

30PB

LHC Computing Upgrade and Evolution

A comparative diggram of processed data evidently shows that the studies underway at
CERN are performed under Big Data conditions.

After LHC modernization and start-up in 2015, the data stream will increase 2.5 times thus
demanding increase in the resources and optimization of their use.




Evolving PanDA for Advanced Scientific
Computing

Titan LCF

PanDA@EC2 Interactive node

Job scheduler
x509

PanDA Job (HTTPS) Pilot's

launcher”

J Pilot
271 PF
18,688 compute
nodes

245 PF| 2.6 PF
GPU | CPU

710 TB total memory

Gemini High Speed 3D Torus o

Interconnect
Lustre Filesystem 32PB

High-Performance
Storage System 29 PB
(HPSS)

512 Service and I/O nodes

Data Transfer

Node (DTN) Shared FS / HPC Scratch

12 OLCF|20

ATLAS (BNL, UTA), QLCF, ALICE (CERN,LBNL,UTK), LIT JINR:
— adapt PanDA for OLQF (Titan)
— reuse existing PanDA|components and workflow as much as possible.

—  PanDA connection layer|runs on front-end nodes in user space. There is a predefined host to communicate with CERN from OLCF,
connections are initigted from the front-end nodes

— SAGA (a Simple API for Grid Applications) framework as a local batch interface.

—  Pilot (payload submisgsion) is running on HPC interactive node and communicating with local batch scheduler to manage jobs on Titan.
—  Outputs are transferred to BNL T1 or to local storage




JINR AIS Complex

1
1

EVM (NICA)
Large project
management

ADB2 adb2.jinr.ru

Financial reports on data imported from 1C and
budgeting

PIN
General information on the JINR staff and
results of their scientific activity

Budgeting, Human resources,

.Enterprise 8.3 ER

Accounting, IVianagement accounting,
)

lesource Planning

ISS iss.jinr.ru

Various reports and information on financial
and personnel data imported from 1C

baza.jinr.ru

JINR document database

Storage, coordination and delivery of documents
on the main office work at JINR

indico.jinr.ru

Indico
Manage complex conferences, workshops and
meeting, storage of materials on procurement
activities




The JINR corporative information
o) system

* General Information platform 1C,

 APT EVM system (Activity Planning Tool Earned Value Management) for NICA and
future projects management,
C

* JINR Document Server — electronic archive-repository of scientific publications and
documents,

* JINR and JINR Member-states access to e-library,
* PIN —JINR staff personal information,

* JINR Events at Indico,

* JINR video portal,

e geographic information system (GIS) - a system designed to capture, store,
manipulate, analyze, manage, and present all types of spatial or geographical data
of the JINR infrastructure

Cognitive system
— Collaborative work support
— Advanced|/knowledge management tools

v
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Main objective of the 7-year plan

d information environment integrating a number of
various technologjcal solutions, concepts, techniques, and software in order to offer
optimal approaches for solving various types of scientific and applied tasks

on a global level of the development of advanced information and computation
technologies

scalability
interoperability

adaptability to new
technical solutions.

e Grid

e Supercomputer
(heterogeneous)

e Cloud

e Local computing
cluster

operates 12 months
ayearin a 24x7
mode




CICC to MICC

Build up the Multifunctional Information and Computing Complex

lerant infrastructure with electrical power storage and
ition facilities with expected availability of 99.995%,

ts and uses a large variety of architectures, platforms,
onal systems, network protocols and software products
2slmeans for organization of collective development

ts solution of problems of various complexity and
natter

s management and processing of data of very large
sland structures (Big Data)

'S means to organize scientific research processes
sitraining IT infrastructure users

=
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> deve dOpment ¢

»research in the
Data), develop

»development
complexes in
spectrum of so

O research
sources;
O research
supercor
Q scientifid
with the
L research
systems;
L research
infrastru
Q introduc
term/lor

Research and Development

)f a distributed research environment ;
in the field of integration of heterogeneous computing resources and data

on the guestions of optimizing usage of the existing capacities, in particular
nputers, for data processing in a distributed environment;

studies in the field of integrating hybrid (HPC), cloud and grid technologies
purpose of their optimal use;

in the field of the local and global monitoring of distributed computing

and development of intellectual methods of new generation computing
cture management;

tion| and development of the methodology of a short-term/medium
g-term forecast of the development of the multifunctional computer center;
> field of intensive operations with massive data in distributed systems (Big
ment of corresponding tools and methods of visualization, including 3D;

of| new parallel applications, cross-platform and multi-algorithm software
a lheterogeneous computing environment that allows one to expand the

lvable computationally intensive fundamental scientific problems.
37




the earlier deyelc
and creation of|n

software developr
JINR basic fagilitie

development of n
physical systems:

interactions i

physicochen
evolution pf

properties|of

evolution of

astrophysical

development of m
quantum computa

development of sy
low-dimensignal ¢

hods, Algorithms and Software for Modeling
sical Systems, Mathematical Processing and
Analysis of Experimental Data

echnologies need new mathematical support and adaptation of
ped software to the functioning on heterogeneous architectures
pw applications on the basis up-to-date paralleling technologies

nent and realization of mathematical support of experiments conducted on the
s and in the frameworks of international collaboration;

umerical methods, algorithms and software packages for modelling complex

nside hot and dense nuclear matter,

lical processes in materials exposed to heavy ions,
localized nanostructures in the open dissipative systems,
atoms in magnetic optical traps,

electromagnetic response of nanoparticles and optical properties of nanomaterials,

guantum systems in external fields,
studies;

1iethods and algorithms of computer algebra for simulation and research of
ations and information processes;

ymbolic-numerical methods, algorithms and software packages for the analysis of
ompound quantum systems in molecular, atomic and nuclear physics. 40




‘ Software

detectors
'\" Modelin
'\6/' Mathem
physics p
'\6' Contributi

\Il

~®° Impleme

\Il

~®C Impleme

dedicatec

)

ems, Mathematical Processing and Analysis of

Algorithms and Software for Modeling Physical

ion, validation, and maintenance of software, as part of

ational support provided to our partners.

pgrade for components of the improved ATLAS and CMS

part of JINR contribution.
lgorithm and software for CBM@FAIR.

al modeling of the hot and dense nuclear matter and spin
omena within the flagman JINR NICA/MPD project.

1s to the upgrade of the Geant4 package.
tion of numerical programs to the JINRLIB package.

tion of computer algebra programs to the specialized
Ver.




SOFTWARE

Parallel software will be the mainstream:

 development and support of the program libraries of
general and special purpose;

* creatjon|and support of program libraries and software
complexes realized on the parallel programming
technologies CUDA, OpenCL, MPI+CUDA, etc.;

e support and development of a specialized service-
oriented environment for modeling experimental
installations and processes and experimental data
processing;

e tools|and methods for software development:
— flexible, platform-independent simulation tools
— selfradaptive (data-driven) simulation development
software

42




ew Cathode Strip Chamber segment finding
from Dubna

- muon segment

=
@
M
L

* The IP is taken into account

for non-bend plane view

_ BG hit * Base roads defined for
bend-plane view using hits

that are furthest apartinz
Reported at CERN: 22.04.2015 and 11.05.2015;  Then add additional hits
the results were included into the CMS Spokesman’s plenary talk

at CMS week in May, 2015

- segment 2

G s wn o layer
oo o layer

along road

dPhi_Seg_Sim_total [hdPhi_Seg_Sim_total

Tttt e |
_+_++++++ _ : RMS 1.23

: | + I + ¢ thhi-_Seg_Sim_total
’ ' +‘+‘ ~ T | Entries 31779

Mean 0.009261
RMS 0.3446

Standard alg. [in blue]
New alg. [in red]

Hit efficiency (%)
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20 30

strip units

: CMS$/LHC and BM@N/Nuclotron experimental data handling:
dev IJop|ment and improvement of pattern recognition algorithms




Track R‘econstruction in Drift Chambers (DCH) and

htum Estimation in BM@N experiment (excerpts)

Ya_Yb - 0.5cm Ya_Yb - 0.5cm DC2
Y

\ Bd/NFlrst Té Runs with Nuclotron

beams [February-March 2015]:
Two DCHs have been used.
The best resolution was obtained for

the Y-coordinate

The DCHs have been aligned
to the beam (track
reconstruction with the both
DCHs):

X-slope [extrapolated to magnetic field B=0] is close to zero

Momentum

Estimation of
deuteron beam momentum
at different magnetic fields

using X-slope

2 21
Int{BdL), T'm

Vladimir Palichik, Nikolay Voytishin , BM@N Meeting, June 08, 2015



Transition
Ring Imaging Radiatiol
Cherenkov Detectors
Detector ™
Silicon
Tracking ™.
System

Micro " F
Vertex L
Detector 'l

DGS| - Methads, Algorithms & Software for
Fast Event Reconstruction

Electro-
magnetic
Calorimeter

Projectile
Spectator
Detector

Y| (Calorimeten

.| Resistive
Plate
Chambers

3000 10000 12000 14000
MC Tracks

Pions (dE/dx)

Tasks:
- global track reconstruction;
- event reconstruction in RICH;
- electron identification in TRD;
- clustering in MVD, STS and MUCH;
- participation in FLES (First Level
Event Selection);
- development of the Concept of
CBM Databases;
- magnetic field calculations;
- beam time data analysis of the
RICH and TRD prototypes;
- contribution to the CBMROOT
development;
- DO-, vector mesons, J/Pp->e*e and
J/U->u*p reconstruction;

AuAu@25 AGeV
uUAu@ e wg

J/p—>ete

. 4
m, ., GeV/c?

inv?

a: S/Bg,,, b: Efficiency (%),
c: J/Y per hour (10 Mhz)

a b C
pC@30GeV 14 22 11

pPAU@30GeV 18 22 27
AuAu@10AGeV 0.18 18 64
AuAuU@25AGeV 75 135 5250

1) Vectorization (SIMD - Single Instruction Multiple Data) factor 2 to 4;
2) Multithreading — factor 4/3 ; 3) v -Many core processor — factor v. Total =4 v

| 120 vacots -] YRR STS:  RICH:ring TRD:track TRD:el.id. KFPar-
CA Kalman  reconstruct.  reconstruct. wo(k,n) ticle

Filter criterion
164.5 0.5 49.0 1390 0.5 2.5

Average time per core (us/track or ps/ring) of SIMD-algorithms
(besides track reconstruction in the TRD) for data processing.
B Global throughput increases linearly with the number of cores.

Energy loss
_ Intel Xeon Phi 5110P, 1 GHz




W25 21:2636

MODEL DATA
DeBoosthodelsadd2.0

o3
Magnetostatc (TOSCA
)

Norinear materials

(24X fields=0)
Field Point Local
Coordinates

opera &=

The booster dipole magnet (NICA)

160772/2014 19:32:16

SudnSPIe Y MO0
L 4.000000€+000
3.000000€ 1000
o T
- 2.000000€+000

{4 1.000000€ 1000

2.341910€-006

s
Actated n bl
cooednates

Fiekd Point Local

opera ===

The dipole magnet of SIS100 (FAIR)

The quadrupole magnetof SIS100 (FAIR)




& HepWeb Overview

http://hepweb.jinr.ru/

Provides: WEB access to computing resources of

LIT for Monte Carlo simulations of hadron-hadron,
hadron-nucleus, and nucleus-nucleus interactions,
by means of most popular generators.

Realization: service - oriented architecture

Monte Carlo simulations at the server

Provide physicists with new calculation/simulation tools

Mirror site of GENSER of the LHC Computing GRID project
Provide physicists with informational and mathematical support

Introduce young physicists into HEP world




Facility for Antiproton
and lon Research
in Europe GmbH

&
i=]
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Tasks solved (2015):
e Improvement of string fragmentation
e Improvements of processes cross
sections
e Inclusion of the Reggeon cascading
for correct description of nucleus
breakups
e Improvement of parton momenta
sampling

To do: fine tuning of the model
parameters

Ed’old’p (barn GeV'c’sr’)
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Improved QGSp will be available
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Improvement of QGSp in Geant4

[Author of original code — N.S. Amelin (LIT, JINR)]
Developer - V.V. Uzhinsky (LIT, JINR)

Physics List - QGSp_BERT used by ATLAS and CMS
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Slow neutron production, ITEP experimental data (1983)
[It is expected this improves shower shape]

20 40

30
T (MeV)

in G4.10.2.beta (end June 2015) , 1

E

, 508 T+P -> " +X, 100 GeVic

It is expected that new QGSp will S
improve calorimeter responses! 3

ntP interactions at 100 GeV/c 02f

0.1F

Red lines — old QGSp Blue lines — new QGSp ok
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Track visualization in TPC of NICA/MPD Visualization of freezeout surface
Au + Au at Vs =7 GeV Au + Au at Vs =7 GeV

M loading Q@@

File Options Help

Distribution of particles
in NICA MPD detector

file: auau.ftn14
event: 7

o = N W H OO N

Rate: |[100 [ ]
Zo1of |
Xy [0.30 i

Visualization for Heavy lon Collision
Experiments




Worldwide LH
EGI-InSPIRE
RDIG Developmen

o

Tierl Center i U
6 Projects at CERN

mputing Grid (WLCG)

[
UTA “Next Generation Workload Management System for BigData”
5sia (NRC KI, LIT JINR)

{

CERN-RFBR proje
BMBF grant “De

ct “Global data transfer monitoring system for WLCG infrastructure”
lopment of the grid-infrastructure and tools to provide joint

investigations performed with participation of JINR and German research centers”

“Development|o

rid segment for the LHC experiments” with South Africa;

Development of grid segment at Cairo University and its integration to the JINR GridEdu
JINR - FZU AS|Czech Republic Project “The grid for the physics experiments”
NASU-RFBR project “Development and implementation of cloud computing
technologies an|grid-sites at LIT JINR and BITP for ALICE experiment”

JINR-Romania cogperation Hulubei-Meshcheryakov programme
JINR-Moldovalcooperation (MD-GRID, RENAM)

JINR-Mongolia cooperation (Mongol-Grid)

JINR-China copperation (BES-III)

Cooperation with
Azerbaijan...

elarus, Slovakia, Poland, Bulgaria, Kazakhstan, Armenia, Georgia,



XXV International Symposium |
~ on Nuclear Electronics & Computing

—

* On 28 September — 02 October, 2015, Montenegro
(Budva), will host the regular JINR XXV Symposium
on Nuclear Electronics and Computing - NEC'2015
and students’ schools on advanced information
technologies

* http://NEC2015.jinr.ru




Thank you for your attention!
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